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Abstract : paper deals with the estimation of reliability function (RF) of Gamma strength- Weibullstress

a models with different shape and scale parameters. The maximum likelihood, moments, and three bayes

estimators using three different prior distributions of RF, are obtained for different and known shape parameters

and different and unknown scale parameters. A simulation based on different sample sizes anddifferent parameter

values, is used to study the performance of the reliability estimators.
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INTRODUTION

The estimation of R is very common in the

statistical literature, for example, if  X is the strength

of a system which is subjected to a stress Y, then the

reliability (R), is probability of(Y<X), is a measure

of system performance and arises in the context of

mechanical reliability of a system This system fails

if and only if at any time the applied stress is greater

than its strength This particular problem was

considered by many others ,(see [1], [2] and [3] ) .

In the statistical approach to the stress–strength

model, most of the considerations depend on the

assumption that stress and strength variables are

independently but not identically distributed using the

same distribution for the two variables with different

parameters.

The main aim of this article is to drive a

theoriticale expression of reliability function(RF) for

stress–strength model when the stress variable y is

following weibull distribution with

parameters( and the strength variable X is

following gamma distribution with parameters(

As well known from literature that the two

distributio ns weibull and gamma are special cases

from generalized gamma distribution, with probability

density function (pdf) given as:[11]
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When compensation ( ) in the formula

(1) it turn to the following formula:
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Which represents the pdf  of the two parameters

gamma distribution. When compensation (k = 1) in

the formula (1) it turns to the following formula:








 






 x
xxf exp),;( 1

;x k  ................................ (3)

Which represents the pdf  of the two parameters

weibull distribution.

In this artical we estimate (RF) of gamma

strength-weibull stress model ,say  .the

maximum likelihood estimator(MLE), moments



46 Magistra No. 92 Th. XXVII Juni 2015
ISSN 0215-9511

Non – Bayesian and Bayesian Reliability Estimation for ......

estimator(MOE) and bayes estimators (BE) with three

different prior distributions for (RF) assuming that

the shape parameters for the two different

distributions are known and the scale parameters are

unknown and compare between the performance the

Non-Bayesian estimators and between the Bayesian

estimators using the mean squared error(MSE) values

for different sample sizes and different values of the

known parameters by simulation.

The Probabilistic Model of Gamma strength-

Weibull stress  RF .

The reliability assessment problem is dealing

within the framework of probabilistic stress- strength

models [5, 6], i.e. by writing the Reliability function

(RF), for a given mission time t, as:

R=p  ...................................................... (4)

The mathematical model for evaluation of the

above, RF, is the object of the proposed estimation

procedure, together with other reliability parameters

which are of great interest in assessing the

performances of the device and possible maintenance

strategies.

Let   the strength random variable following

Gamma( , )with PDF :

f(x; )= ;x>0, 

                                                                  ………(5)

independent from the stress random variable Y

following Weibull ( , ),with CDF :

(y)= 1-  ;y>0,  ,>0            ….…….(6)

Assuming that the shape parameters are known, and

the scale parameters are unknown then the

probabilistic Expression of Reliability function,

can be found as:

 = p

= 
XY

dydxyxf ),(

assuming the independency between , then by

equations (5)and(6),  we get:

= (x)

=   (1-  ) 

 =1- 

Using the transformation of  t=   ,      then :

 = 1-

                                                                 ..……..(7)

Now by the Ith degree maclaurin polynomials with

degree (I=15) we get:[10]

=1-

=1-

...……..(8)



47Magistra No. 92 Th. XXVII Juni 2015
ISSN 0215-9511

Non – Bayesian and Bayesian Reliability Estimation for ......

Finally we get  as:

RELIABILITY ESTIMATION

In this sub section ,Tow non-Bayesian methods of estimation will be used which are Maximum likelihood

method and Moments method to estimate the reliability function, also used the Bayesian estimation method

with three different priors to derive three Bayesian estimators for RF( . assuming that the shape parameters

are known and the scale parameters are unknown.

1. Maximum likelihood Estimation

Using the invariance property of ML method, the ML estimator of  ,say , based

on ML estimators of the parameters , is from eq. :

Where and are ML estimators of scale parameters , respectively..

Suppose that ………. is a random sample from Gam ( , and ………. is a random sample

from Wei( , ,then the likelihood functions of the two random samples are:

And the log-likelihood functions are:

The first  derivatives of the log- likelihood function with respect to  for each function, are

given by:
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   Then the ML estimators for the unknown parameter  ,say  and  can be obtained

as the solution of above equations, as:[7]

=              and       = 

2. Moments Estimation (ME).

When the method of estimation of unknown parameter is changed from ML to any other traditional

method, the invariance principle does not hold good to estimate the parametric function. However, such an

adoption is attempted in different situations by different authors. [8]and[4].In this direction we propose the

Moments method to estimate the RF, by considering the estimators of model parameters. Since the strength

 is Gamma random variable with( , and the stress  is weibull random variable with( , , then their

population means are given by:

E( )=    and  E( )=

According to the method of moments, equating the samples means with the corresponding populations

means. then the ME’s of  denoted  and , respectively, are:

 =           and     =

The ME of  ,say , is obtained by substitute  and  in eq. (9) as:

3. Bayesian Estimation Method (BE).

In the following subsections the threebayesian estimators (BE’s) of  are obtained under squared

error loss function ,by using three different prior distributions

3.1. Noninformative prior distribution.

For any parameter , as a random variable following noninformative type of priors with:[9]

then the prior densities of the two parameters  ,assuming they are independent random

variables following the noninformative distribution, are
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combining the prior densities of  , and the likelihood functions given in equations and ,

to obtain the joint posterior density of (

Now let  k =     and  t =  using the transformation technique we get:

  =

 = 

Then the joint posterior density will be:

( ,  = , 

Now under squared error loss function the Bayes estimator of ,denoted by  ,defined as:

 = E( )

 =
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...................... (17)

Using the same transformation of k =                              we get:

Where

= 

=  =1

And

By the k and t transformation above we get:
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 =

So then

= 

3.2. Jeffery prior Information.

The Jeffery prior information for any parameter  is given as:[12]

f( ) =      where a is a constant, b   ................................... (18)

The prior densities of the two independent parameters  is given as:

f( )=  , f( )=  .

Then the combain between the prior densities and the likelihood function in eq. (11) and (12) from eq. (16)

is given as:

=

Then

= 

Using the  k =     and  t =    transformation we get:

= 

The joint posterior density from eq.(15), will be:

( ,  = , 
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Then under squared error loss function the second Bayes estimator of ,denoted by  , from

eq.(17) can be found as:

= ……….

=  - 

Where :

So then :

By transformation we get:

So then:

 =1-

.
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3.3. Inverse Gamma Distribution

Finally using the Inverse Gamma distribution for the unknown parameters as a prior distribution for any

parameter  :[13]

f( ) =   ,a,b   …….(20)

Then the prior distributions for  will given as:

f( ) = a,b      , 

f( ) = a,b,

Assuming the independency between  ,the combin function as in eq.(16) will given as:

= 

Where = and =   ,  then:

 =

= 

 And the Joint posterior density from eq.(15), will be:

( ,  = , 

Under squared error loss function the third Bayes estimator of ,denoted by , from eq.(17),

is:

= …………

   =  - 
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Where :

And :

.

Finally the third Bayesian estimator for  ,will be in form:

=1- 

.

After five estimators was derived  for RF , We will use simulations to compare the estimation methods, by

generating random values of the variables X with Gam and Y with wei  for different sample

sizes varied between (10,15) for small samples and (25) sample medium and (50) for large sample sizes.

  Also for different parameter values as in the following models:

Model1:(  )

Model2:( ,2.2 )

Model 3:(  )

Model 4:(  )

 Model 5:( )

 The comparisons are made between the non- Bayesian estimators from equations (10) for ML and (13) for

Mo estimators, and made between the Bayesian estimators by equations(17),(19) and (21), by the MSE

values for each one. The results are recorded in the tables from (2)to (6), under(1000) replications obtained

by using matlab(2012) .
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Table( 1 ) Models Selected Parameters for The

Simulation

model     RGW

  1 1.2 1.5 1.9 1.3 0.6218

1.2 1.5 2 2.2 0.5379

  2 0.5 1.5 1.5 1.3 0.2978

0.5 1.5 1.9 2.2 0.2297

  3 2.5 2 1.9 2.2 0.9149

2.5 2 2.4 1.3 0.9560

 4 1.8 2 1.5 2.2 0.7706

1.8 2 1.9 1.3 0.8638

 5 2 1.5 2.4 1.3 0.8509

2 1.5 2..8 3.6 0.7562

The conclusions from these tables are summarized

as follows:

1- According to the volumes of sample and proven

parameters appeared the best way through the

tables of (2-6)  ,(B2).

2- In the case of the different parameters and small

sample size(10,15)  appeared the best way

through the same tables( B2).

3- Depending on the parameters and size of the

sample medium (25) appeared the best way

through the same tables( B2).

4- When the different Parameters and large sample

size ( 50) was the  advantage for the ( B2)  through

the same tables.

5- Equal volumes of samples n = m and different

Parameters( B2) was the best way .

6- Between non-Bayesian appeared the best way

through the tables of (2-6) Moment estimations

(MOM)

7- Also Between the Bayesian appeared the best

way through the same tables of (B2).

8- Through comparison between the total appeared

the best way through the tables of (2-6),( B2).

9- In the first Model value  near to 0.5, and

Model two less than 0.5 in the case of proven

gamma and weibull change.

10- was near to one and is best in the

third model in same cases of proven gamma and

change weibull,but in Model fourth and fifth the

value ofis greater than 0.7 .
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Table 2: the MSE values for estimation methods of from model(1)
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Table 3: the MSE values for estimation methods of  from model(2)
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Table 4: the MSE values for estimation methods of from model(3)
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Table : 5 the MSE values for estimation methods of from model(4)
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Table 6: the MSE values for estimation methods of from model(5)
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