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Abstract

The Double Exponential Smoothing (DES) and Triple Exponential
Smoothing (TES) are forecasting methods that require two and three
smoothing parameters, respectively. Smoothing parameters are often
determined through a trial and error process that is not really efficient
since many experiments need to be done. Therefore, in this study, a
smoothing parameter estimation algorithm is conducted in the form of
the modified Golden Section Search (GSS) to obtain the optimal smooth-
ing parameters from the DES and TES methods. Forecasting is carried
out on production, domestic consumption, and export consumption data
of Indonesian coffee, which is one of the leading agricultural sub-sector
commodities. The data is obtained from the Ministry of Agriculture
of the Republic of Indonesia. The smoothing parameters obtained by
applying the modified GSS are used to forecast production and domes-
tic consumption data using the DES method, while the forecasting of
the export consumption data is done with the TES method. All of the
MAPE values are less than 20% which indicates that the smoothing pa-
rameters obtained by using the modified GSS are able to perform good
forecasting. The results show that coffee production in Indonesia cannot
meet its demand until 2024 since the total coffee consumption exceeds
the production.

Keywords: double exponential smoothing, triple exponential smoothing, golden sec-
tion search, Indonesian coffee forecast

1. Introduction

Forecasting is the process of predicting the future as accurately as possible [1]. One of the
most popular forecasting methods is the Exponential Smoothing (ES) method, which consists
of Simple Exponential Smoothing (SES), Double Exponential Smoothing (DES), and Triple
Exponential Smoothing (TES). The SES method can be applied to stationary data series,
while the DES method is suitable to data containing the trend component. However, the TES
method is applicable for data not only with the trend component but also with seasonality.
The SES has a single smoothing parameter, whereas the DES and TES methods have two and
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three smoothing parameters, respectively. The smoothing parameters in the DES method are
α and β, while the TES method has an additional smoothing parameter, namely γ. All of the
smoothing parameters values are between zero and one.

Many studies have used the DES and TES methods to forecast various real-life problems.
For instance, the aforementioned methods were used to predict coffee and rubber production
in Aceh Province, Indonesia [2]. The smoothing parameters were estimated by calculating
the forecasting errors from ten different combinations of the smoothing parameters for each
method. Another research that implements those methods was carried out by [3] in which
both of them were compared by applying five different smoothing parameters for each method.
Furthermore, a research was conducted by [4] using the trial and error process to acquire the
optimal smoothing parameters. The trial and error process was done by checking the forecasting
errors from 81 pairs of the smoothing parameter combinations.

Even though the smoothing parameters value can be estimated through the trial and error
process, this method is inefficient since it requires a lot of experiments. According to [5, 6, 7, 8],
the smoothing parameters can be determined through a non-linear optimization algorithm to
find the optimal value. An optimal smoothing parameter is able to minimize the forecasting
error measurement such as Mean Squared Error (MSE) or Mean Absolute Percentage Error
(MAPE). Therefore, a more efficient algorithm to obtain the optimal smoothing parameters
is necessary, such as the Golden Section Search (GSS). The Golden Section Search method
is a one-variable non-linear optimization algorithm based on the elimination of a search area
containing the optimum point. However, the estimation of the optimal smoothing parameters
by minimizing the forecasting error for the DES and TES methods can be done by using the
modified Golden Section Search method. The GSS is modified to be a multi-variable non-linear
optimization algorithm to meet the needs of the two smoothing parameters for the DES method
and the three smoothing parameters for the TES method.

In this study, the DES and TES methods are applied to forecast Indonesian coffee produc-
tion and consumption. The methods are chosen based on the pattern of the data, which shows
the trend and seasonal elements. Indonesian coffee is one of the most important agricultural
commodities for domestic and export consumption. Coffee is one of the leading commodities
contributing to Indonesias foreign exchange [9]. Coffee is consumed by 3040% of the world’s
population, with Indonesia as one of the largest coffee-producing countries. Indonesian coffee,
which is produced from plantations in Indonesia, is one of the leading commodities for domestic
and foreign markets. Export consumption of Indonesian coffee exceeded 359 tons in 2019, with
domestic consumption of 1,692 kg/capita/year [10]. Almost all provinces in Indonesia are coffee
producers, except Jakarta province [11]. This commodity’s total production area is estimated
to be 1.2 million hectares [12]. In addition, 12.1% of total agricultural exports in 2014 were
coffee commodities [13].

This research extends the conventional procedure of estimating smoothing parameters.
The work presented in this research aims to reduce the inefficiency of numerous trial and error to
obtain the optimal smoothing parameters in exponential smoothing methods by implementing
a non-linear programming algorithm. We choose MAPE as the forecast error measurement.
This error measurement is chosen due to the relative error, as it can be easily interpreted
because it provides information about the forecast accuracy in percentage form. MAPE as
the objective function is difficult to express in an explicit form. Thus, in terms of the optimal
smoothing parameters selection, we use the modified GSS method because it is one of the most
efficient derivative-free interval elimination algorithms [14, 15, 16, 17, 18]. It is also known for
its fast performance and precision [19, 20, 21]. In general, a forecast is classified as a good
forecast if the value of the MAPE is less than 20% [22, 23, 24].

This paper is organized as follows: In Section 2, the research methods are discussed,
such as the DES method, the TES method, and the modified GSS as well. The results of this
study are presented in Section 3. First, we identified the pattern of the data and followed by



Forecasting Indonesian coffee with exponential smoothing methods 43

estimating the smoothing parameters using the modified GSS algorithm. In addition, the opti-
mal smoothing parameters are used to forecast the production and consumption of Indonesian
coffee until 2024. Finally, we present the remarks of this study in Section 4.

2. Research methods

In the current research, the forecasting methods being used are the DES and TES meth-
ods. Moreover, a modified Golden Section Search algorithm is used to estimate the smoothing
parameters. The data is obtained from the Center for Agricultural Data and Information Sys-
tems at the Secretariat General of the Ministry of Agriculture of the Republic of Indonesia [10].
Three data sets are being used, namely production, domestic consumption, and export con-
sumption with the time span from 19932019. We exclude the data series from 20202022 since
they are not applicable due to the COVID-19 pandemic. The following sub-sections briefly
explain the aforementioned methods.

2.1. Forecasting. Forecasting is predicting the future as accurately as possible with available
information, such as historical data and knowledge of future events that can affect the fore-
cast results [1], [25]. Forecasting takes past and current data into account to estimate future
value [26, 27]. In order to perform a proper forecasting analysis, the pattern of data plays
an important role. Generally, the pattern of data might exhibit one of the following patterns,
such as horizontal, seasonal, cyclic, or trend [28, 29]. However, it is also possible that there is
more than one pattern existing in the data, such as the combination of the trend and seasonal
elements [30, 31].

2.2. Dickey-Fuller unit root test. As mentioned in the previous section, the DES and TES
methods are suitable for data that contains the trend and trend-seasonal patterns, respectively.
Therefore, we need to check the stationarity of the data. If the data is not stationary, then
it most likely contains other data patterns such as trends and seasonality. In stationary data,
fluctuations are time-independent and gravitate toward a certain constant average value [32].
One of the statistical tests that can provide information about the stationarity of the data is
the Dickey-Fuller unit root test. According to [33, 34], the calculation of the Dickey-Fuller unit
root test is given by the following equation

∆Yt = δYt−1 + ut (1)

in which
t : Time (t = 1, 2, 3, . . .),
Yt−1 : Variable being observed at time t− 1,
∆Yt : Difference of variables at time t,
δ : Autoregressive coefficient,
ut : White noise variable.

White noise is a random and uncorrelated error, with a constant variance and zero mean [33].
The Dickey-Fuller unit root test is calculated by solving the τ statistic as follows

τ =
δ

SE(δ)
(2)

The hypotheses being tested are as follows
H0 : δ = 0 (data contains unit root, thus it is not stationary),
H1 : δ < 0 (data does not contains unit root, thus it is stationary).

The criteria in this test are accept H0 if |τ | < |τtable|, which means that the data is not
stationary, and reject H0 if |τ | > |τtable|, which implies that the data is stationary. The
table consisting of τ values are presented as such in Table 1 [35], with the critical value being
considered in this paper is 5%.
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Table 1. Values of τtable.

Critical value τtable
1% -1.61
5% -1.95
10% -2.60

2.3. Double Exponential Smoothing (DES). The DES method is a forecasting method
suitable for data containing trend elements. This method possesses two smoothing parameters,
namely and whose values range between zero (0) and one (1). The α parameter is used to
smooth the level component, while the β parameter smooths the trend component [36, 37].
Forecasting steps with this method are as follows [5]:

(1) Initializing level and trend components

L1 = Y1, (3)

b1 = Y2 − Y1. (4)

(2) Smoothing level and trend components

Lt = αYt + (1− α)(Lt−1 + bt−1), (5)

bt = β(Lt − Lt−1) + (1− β)bt−1. (6)

(3) Calculating the forecast at t+m

Ft+m = Lt + btm. (7)

2.4. Triple Exponential Smoothing (TES). The TES is a forecasting method which deals
with data containing both the trend and seasonal elements. Usually, the length of the sea-
sonality is denoted by s. In terms of the smoothing parameters, this method has α, β, and γ
parameters that serve as smoothing factors for different components of the data. The α and β
smooth the same components as explained in the DES method, while γ smooths the seasonal
component [37, 38]. Forecasting steps with this method are as follows [5]:

(1) Initializing level, trend, and seasonal components

Ls =
1

s
(Y1 + Y2 + . . .+ Ys), (8)

bs =
1

s
[
Ys+1 − Y1

s
+
Ys+2 − Y2

s
+ . . .+

Ys+s − Ys
s

], (9)

S1 = Y1 − Ls, S2 = Y2 − Ls, . . . , Ss = Ys − Ls. (10)

(2) Smoothing level and trend components

Lt = α(Yt − St−s) + (1− α)(Lt−1 + bt−1), (11)

bt = β(Lt − Lt−1) + (1− β)bt−1, (12)

St = γ(Yt − Lt) + (1− γ)St−s. (13)

(3) Calculating the forecast at t+m

Ft+m = Lt + btm+ St−s+m. (14)
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2.5. Mean Absolute Percentage Error (MAPE). Measuring the accuracy of the forecast-
ing model is possible by calculating the MAPE [39, 40]. The MAPE is the average of absolute
percentage error of forecasting results. A smaller MAPE value indicates a better forecasting
process [41, 42]. The MAPE is calculated with the following equation [43]

MAPE =
1

n

n∑
t=1

∣∣∣∣∣Xt − X̂t

Xt
× 100

∣∣∣∣∣ . (15)

According to [44, 45], the interpretation of the MAPE value which shows the accuracy of the
forecasting method are shown in Table 2.

Table 2. Forecast accuracy according to MAPE criteria.

MAPE value Forecast accuracy
MAPE < 10% Very good forecast

10% ≤ MAPE < 20% Good forecast
20% ≤ MAPE < 50% Okay forecast

MAPE ≥ 50% Bad forecast

2.6. Golden Section Search (GSS). The GSS is a method of solving non-linear program-
ming problems with the principle of reducing the boundary area that can produce the optimum
value of the objective function (maximum or minimum) [46, 47]. The GSS method is used to
solve problems with the general form of the objective function f(x) with a ≤ x ≤ d con-
straint using the golden ratio [48, 49]. This method reduces the search area iteratively for
one-variable non-linear programming problems [50, 51]. The GSS method is one of the most
efficient, precise, and fast interval elimination algorithms that does not involve any derivatives
[14, 15, 16, 17, 18, 19, 20, 21].

The steps of the GSS method follow the algorithm below:

Step 1 Input the objective function, stopping criteria (error tolerance), upper
bound (ub), and lower bound (lb).

Step 2 Calculate the golden ratio
r = −1+sqrt5

2 = 0.61803389.
Step 3 Determine new evaluation points

x1 = r · lb + (1− r) · ub
x2 = ub + lb − x1.

Step 4 Evaluate the function values using new points.
Step 5 Compare the function values to obtain a new reduced interval containing

the optimum point.
Step 6 Evaluate the stopping criteria. If the new interval is bigger than the error

tolerance or the iterations carried out are less than the maximum number
of iterations, repeat Step 3 until either one of the stopping criteria is met.

2.7. Modified Golden Section Search. The GSS method is capable of optimizing one-
variable non-linear optimization problems only. The modified GSS method is present as a
solution to yield the optimum points from multi-variable non-linear optimization problems.
This research implements the modified GSS to estimate the smoothing parameters for the DES
and TES forecasting methods. The objective function is to minimize the value of the MAPE
so that the forecasting process has better accuracy. The general form of the modified GSS can
be written as [52]

maximize or minimize

f(x1, x2, x3, . . . , xn), (16)

subject to
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a1 ≤x1 ≤ d1
a2 ≤x2 ≤ d2
a3 ≤x3 ≤ d3

...

an ≤xn ≤ dn.

(17)

The algorithm for this modified version of GSS is similar to the previously mentioned
algorithm for GSS. The difference lies in the number of evaluated variables. Based on the
chosen forecasting methods, in this research, the modified GSS is applied to determine the
optimal values of the objective function containing two and three variables for the DES and
TES methods, consecutively.

3. Results and discussion

3.1. Analyzing Data Patterns and Seasonality. The data sets analyzed in this research
are the data sets of production, domestic consumption, and export consumption of Indonesian
coffee that are shown in Figure 1, Figure 2, and Figure 3, respectively.

Figure 1. Production data.

Figure 2. Domestic consumption data.

In Figure 1 and Figure 2, it can be seen that the production and domestic consumption
are categorized as data with the trend patterns, while the export consumption data shown in
Figure 3 has a combination of the trend and seasonal patterns. It is in accordance with the
results of the Dickey-Fuller unit root test of those data. The parameter of the Dickey-Fuller
unit root test τ is calculated by using Equation 2 and the results are shown in Table 3.

According to the statistical hypothesis of the Dickey-Fuller test in Subsection 2.2, the
absolute values of the Dickey-Fuller statistic |τ | for these three data sets are less than the critical
value |τtable| with a statistical significance of 5% (see Table 3). Thus, H0 is accepted which
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Figure 3. Export consumption data.

Table 3. Dickey-Fuller unit root test results.

Data |τ | |τtable|
Production 1.653
Domestic consumption 1.577 1.95
Export consumption 0.563

implies that all data sets are not stationary. Since the production and domestic consumption
data are both not stationary because of the existence of the trend element, these data sets will
be forecasted by using the DES method.

From Figure 3, we can observe that there are some peaks that repeat periodically which
indicates the existence of seasonal elements. This notion is supported by Table 4 where the
peaks are visible by comparing data points that are grouped in a certain period, which is 4.
Hence, the export consumption data contains not only the trend but also seasonal elements
with the length of seasonality s = 4. In this case, since the data set has a combination of the
trend and seasonal data pattern, the TES method is suitable to apply.

Table 4. Checking the seasonality of export consumption data.

Period Season 1 Season 2 Season 3 Season 4 Season 5 Season 6
1 349916 313430 250818 445829 433600 534023
2 289288 357550 325009 413500 433595 384816
3 230201 352967 323520 321404 346493 502021
4 366602 340887 344077 468749 448591 408838

Mean 309002 341209 310856 412371 415570 457425

3.2. Estimating the Smoothing Parameters using the Modified Golden Section
Search. In this section, we perform the estimation of the smoothing parameters using the
modified GSS algorithm, since the data sets are forecasted by using the DES and TES meth-
ods so that each of them involves more than one smoothing parameter. The estimation of the
smoothing parameters using the modified GSS algorithm follows the steps in Subsection 2.6.
In this study, the objective function is to minimize the MAPE value which can be stated as a
function of the smoothing parameters. The objective function and constraints to perform the
modified GSS algorithm for the DES method that refer to Equation 16 and Equation 17 are
written as follows

minimize : MAPE = f(α, β), (18)
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subject to :

{
0 < α < 1

0 < β < 1
(19)

Meanwhile, the objective function and constraints for the TES method are

minimize : MAPE = f(α, β, γ), (20)

subject to :


0 < α < 1

0 < β < 1

0 < γ < 1

(21)

The stopping criteria in this algorithm refers to the error tolerance ε. The error tolerance
is set to ε = 1 × 10−8 as it can generate the smoothing parameters with sufficient accuracy
[51]. The upper bound and lower bound are determined by the smoothing parameter interval,
namely lb = 0 and ub = 1. The results of the smoothing parameter estimation for production,
domestic consumption, and export consumption data are shown in Table 5, Table 6, and Table
7, respectively.

Table 5. Parameter estimation for production data.

Iteration α1 α2 β1 β2
1 0.38196601 1.00000000 0.38196601 1.00000000
2 0.61803399 1.00000000 0.38196601 0.76393202
3 0.76393202 1.00000000 0.38196601 0.61803398
4 0.76393202 0.90983006 0.38196601 0.52786404
...

...
...

...
...

36 0.90983003 0.90983006 0.38196601 0.38196604
37 0.90983004 0.90983006 0.38196601 0.38196603
38 0.90983005 0.90983006 0.38196601 0.38196602
38 0.90983005 0.90983006 0.38196601 0.38196602
39 0.90983005 0.90983005 0.38196601 0.38196601

Table 5 shows the iteration process to estimate the optimal smoothing parameters α and
β to be used to forecast the production data using the DES method. From Table 5, it can
be observed that as the iteration goes on the error of both α1, α2 and β1, β2 decrease and
get smaller than the error tolerance at the 39th iteration. Thus, each α and β converges to a
certain value, i.e., α = 0.90983005 and β = 0.38196601, which implies the optimal smoothing
parameters.

Table 6. Parameter estimation for domestic consumption data.

Iteration α1 α2 β1 β2
1 0.38196601 1.00000000 0.00000000 0.61803399
2 0.38196601 0.76393202 0.00000000 0.38196601
3 0.52786405 0.76393202 0.00000000 0.23606798
4 0.61803399 0.76393202 0.00000000 0.14589803
...

...
...

...
...

36 0.72949017 0.72949020 0.02203416 0.02203419
37 0.72949017 0.72949019 0.02203416 0.02203418
38 0.72949017 0.72949018 0.02203417 0.02203418
39 0.72949017 0.72949017 0.02203417 0.02203417
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The modified GSS iteration process to estimate the optimal smoothing parameters α and
β to be used to forecast the domestic consumption data using the DES method in Table 6
stopped at the same iteration. The optimal smoothing parameters obtained from this iteration
process are α = 0.72949017 and β = 0.02203417. By the same procedure, we obtain the
optimal value for the three smoothing parameters that are involved in the TES method in
order to forecast the export consumption data. As seen in the iteration process to estimate α,
β, and γ in Table 7, the optimal smoothing parameters are α = 0.00181241, β = 0.05572809,
and γ = 0.23606798.

Table 7. Parameter estimation for export consumption data.

Iteration α1 α2 β1 β2 γ1 γ2
1 0.00000000 0.61803399 0.00000000 0.61803399 0,00000000 0.61803399
2 0.00000000 0.38196601 0.00000000 0.38196601 0,23606798 0.61803399
3 0.00000000 0.23606798 0.00000000 0.23606798 0,23606798 0.47213595
4 0.00000000 0.14589803 0.00000000 0.14589803 0,23606798 0.38196601
...

...
...

...
...

...
...

36 0.00181239 0.00181242 0.05572806 0.05572809 0.23606798 0.23606801
37 0.00181240 0.00181242 0.05572807 0.05572809 0.23606798 0.23606800
38 0.00181240 0.00181241 0.05572808 0.05572809 0.23606798 0.23606799
39 0.00181241 0.00181241 0.05572809 0.05572809 0.23606798 0.23606798

3.3. Forecasting of The Production, Domestic Consumption, and Export Consump-
tion Data. The optimal smoothing parameters obtained by the modified GSS method in the
previous section are used to forecast the production, domestic, and export consumption data
of Indonesian coffee for the next five years. The forecasting process for the production data by
applying the DES method starts with the initialization of the level component using Equation
3 and the trend component using Equation 4,
L1 = 438868,
b1 = 450191− 438868 = 11323.

Next, we smooth the level and trend components in the next period by using Equation 5
and Equation 6 with the smoothing parameters obtained from the previous subsection. Mean-
while, the forecast is evaluated using Equation 7. The calculations are as below and this process
is repeated for the remaining data points.
L2 = 0.90983005(450191) + (1− 0.90983005)(438868 + 11323) = 450191,
b2 = 0.38196601(450191− 438868) + (1− 0.38196601)11323 = 11323,
F2 = 438868 + 11323(1) = 450191.

The forecasting process for the domestic consumption data is done in the same manner
as both data sets have the trend component as their element. For the export consumption data
that contains the trend and seasonal components, the forecasting initialization uses Equation
8-10.
L4 = 1

4 (349916 + 289288 + 230201 + 366602) = 309001.8,

b4 = 1
4 [−36486

4 + 68262
4 + 122766

4 + −25715
4 ] = 8051.688,

S1 = 349916− 309001.8 = 40914, S2 = 289288− 309001.8 = −19714,
S3 = 230201− 309001.8 = −78801, S4 = 366602− 309001.8 = 57600.

Subsequently, Equation 11-13 successively smooth the level, trend, and seasonal compo-
nents while Equation 14 calculates the forecast, yield
L5 = 0.00181241(313430− 40914) + (1− 0.00181241)(309001.8 + 8051.688) = 316972.8,
b5 = 0.05572809(316972.8− 309001.8) + (1− 0.05572809)8051.688 = 8047, .95,
S5 = 0.23606798(313430− 316972.8) + (1− 0.23606798)40914 = 30419.27,
F5 = 316972.8 + 8047.195(1) + 40914 = 357968.
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The forecasting results from the above process for the production, domestic consumption,
and export consumption data are shown in Figure 4, Figure 5, and Figure 6, respectively.

Figure 4. Production forecast.

Figure 5. Domestic consumption forecast.

Figure 6. Export consumption forecast.

Performing accurate forecasting is important because it affects the decision-making pro-
cess. Here, the forecasting accuracy uses the MAPE in Equation 15 and the results are pre-
sented in Table 8. The interpretation of forecasting error measurement also plays a significant
role. From Table 2, the forecasting accuracy is distinguished by various MAPE value intervals.
Accordingly, from the MAPE values in Table 8, the forecasting process of the production and
consumption data are below 10% and they fall under the very accurate forecasting category,
whereas the MAPE of the export consumption forecast is categorized as accurate forecasting.

The total production and consumption of Indonesian coffee in the next five years and their
difference based on the forecasting results are shown in Table 9. These results are presented to
provide insight about the Indonesian coffee production and consumption in the next five years.
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Table 8. The recapitulation of the forecasting process.

Data Method α β γ MAPE
Production Double Exponential

Smoothing
0.90983005 0.38196601 – 4.164564%

Domestic
consumption

Double Exponential
Smoothing

0.72949017 0.02203417 – 6.904378%

Export
consumption

Triple Exponential
Smoothing

0.00181241 0.05572809 0.23606798 17.05853%

Table 9. Difference between total production and total consumption.

Period Year Total production (tons) Total consumption (tons) Difference (tons)
28 2020 783912 980051 -196139
29 2021 804917 1013022 -208105
30 2022 825922 946684 -120762
31 2023 846927 964263 -117336
32 2024 867932 1037537 -169605

Based on Table 9, it can be seen that the difference is always negative. Thus, Indonesia’s
coffee production activities are not sufficient to meet the needs of coffee consumption in the
next five years.

4. Conclusions

Indonesian coffee is one of the most profitable agricultural commodities; thus, it is im-
portant to predict the behavior of its production and consumption activity in the future to
maximize its full potential. In this research, the production and consumption of Indonesian
coffee have been forecasted by using the DES and TES methods, since the data pattern shows
the existence of the trend and the combination of the trend and seasonal elements. Estimat-
ing the smoothing parameters might be feasible through a trial and error process, but it can
be inefficient and time-consuming. Therefore, this research performed the estimation of the
smoothing parameters by using a non-linear programming algorithm, namely modified Golden
Section Search as an alternative. The implementation of this method has generated an efficient
process for obtaining the smoothing parameters.

Essentially, when performing the trial and error process, numerous smoothing parameter
combinations have to be calculated to single out the ones that bring in the lowest MAPE value.
The complexity escalates as a result of increasing the possible parameter combinations when
an additional smoothing parameter is introduced in the TES method. Moreover, enhancing
accuracy by augmenting more decimal digits of the smoothing parameters also demands greater
effort.

Based on the MAPE values, the TES method delivers a good forecasting result for the
export consumption data, while the DES method yields a very good forecasting result. The
results of the forecast for production, domestic consumption, and export consumption of In-
donesian coffee until 2024 show that coffee production is unable to meet the demand for coffee
consumption every year. Hopefully, the results and methods in this study provide information
to enrich the mathematical tools in forecasting and as a quantitative basis for decision-makers
in Indonesia to minimize the loss of profit from the coffee commodity that could happen in the
future.
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