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Abstract— Many researchers currently employ supervised, machine learning methods to study sentiment analysis. Analysis can be done on 

movie reviews, Twitter reviews, online product reviews, blogs, discussion forums, Myspace comments, and social networks. Support Vector 

Machines (SVM) classifiers are used to analyze the Twitter data set using different parameters. The analysis and discussion were undertaken to 

allow for the conclusion that SVM has been successfully implemented utilizing the IMDb data for this study (Support Vector Machine). To 
complete this study, the preprocessing phase, which consisted of filtering and classifying data using SVM with a total of 50.000 data points, 

was completed after collecting up to 40.000 reviews to use as training data and 10.000 reviews to use as testing data. 25.000 positive and 25.000 

negative points make up the view. In this study, we adopted an evaluation matrix including accurate, precision, recall, and F1-score. According 

to the experiment report, our model achieved SVM with Bags of Word (BoW) used to get results for the highest accuracy test, which was 
88,59% accurate. Then, using grid-search, optimize against the SVM parameters to find the best parameters that SVM models can use. Our 

model achieved Term Frequency–inverse Document Frequency (TF-IDF) was used to get results for the highest accuracy test, which was 91,27% 

accurate. 
 

Keywords—  Sentiment Analysis, IMDb, Movie Review, TF-IDF,  SVM 

 

I. INTRODUCTION 

A movie is a leisurely activity. Many movies are now 

available to watch on the Internet or in theatres. IMDb is a 

popular website for viewing movie reviews today. There are 

several different movie comments on the IMDb website. Based 

on the star rating feature, the comments are visible. As a result, 

users find it challenging to interpret other users' comments. As 

a result, this research was conducted to discover remarks based 

on the IMDb site's star rating feature [1].  

Several previous studies have been conducted on sentiment 

analysis. The majority of these studies treat Sentiment Analysis 

as a classification task (for example, Support Vector Machine 

(SVM [1], Naive Bayes (NB) [2], the impact of bias on ML [3], 

and so on). In this regard, recent work has shown promising 

results by improving the performance of this algorithm. The 

first approach proposes a new model based on BERT and deep 

learning for text sentiment analysis [4].  

The paper presents a better way to introduce Internet content 

to customers using a referral system. The recommendation 

system calculates product recommendations by detecting past 

user behavior. Past user behavior may alter to determine the 

degree to which numerous consumers are similar. Document 

terminology is one of the main user behaviors. Most document 

interpretation models in the recommender system use 

traditional NLP models like TF-IDF and LDA models. From 

the perspective of NLP, contextual knowledge is a drawback of 

classical NLP. The researcher has created a novel model for 

producing contextual awareness to address the issue mentioned 

above by incorporating two crucial factors: a delicate word and 

a word sequence. The researcher used RNN-LSTM to 

implement GLOVE-based word integration and sequential 

word detection. The contextual preview of the IMDb movie 

document was successfully captured by our model, according 

to the qualitative review report [5]. 

The paper presents this study using Structural Equation 

Modeling (SEM) with a 5-item Likert rating. It includes chi-

squared, probability level, CMIN/df, CFI, RMSEA, TLI, GFI, 

and AGFI as the model's qualifying index. The researcher 

found that complete information and information-rich websites 

lead to customer satisfaction, which reflects the quality of e-

services on e-commerce websites. Better online service quality 

will impact customer satisfaction when frequently using e-

commerce sites of their choice. Also, through customer 

perceived value, the caliber of online services impacted e-

commerce customer satisfaction and loyalty. It increased 

knowledge for those working in e-Commerce to implement 

high-quality e-Services to win over customers [6]. 

Recent work has shown promising results in this regard by 

improving the performance of this algorithm. The predictive 

performance of five models was compared to the SVM, RNN, 

LSTM, BERT, and KoBERT [7]. The findings confirmed that 

KoBERT outperformed all predictive performance indicators 

(71%) (Accuracy, precision, and F1 score). It is suggested that 

a feature selection mechanism that gives more context to 

smaller features than a frequency can outperform some 

traditional selection methods (such as term-frequency, Chi-

squared, etc.). This study uses two feature extraction methods, 

TF-IDF and Bags of Word (BOW) Vectorized, to increase the 

performance of SVM [8]. 

II. RESEARCH METHODOLOGY 
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The model proposed in this study is Support Vector 

Machine. Several steps need to be taken before implementing 

this model into research. The review text is then prepared for 

the trained model.  

Check the working model of this research's outcome last. 

The technique used for this research project will be applied to 

the discussion in this section.  

A. Proposed Model 

The model proposed in this study is Support Vector 

Machine. Several steps need to be taken before implementing 

this model into research.  

 

 
Figure 1. Research Flow 

B. Sentiment Analysis 

 Sentiment analysis, often known as opinion mining, 
examines how individuals feel about a particular thing or 
quality as they express themselves in written text. The 
questioned entity could be goods, services, businesses, people, 
occasions, problems, or subjects. Numerous terms that refer to 
the same concept but slightly distinct tasks include sentiment 
analysis, subjectivity analysis, affect analysis, emotion 
analysis, and review mining. All of these terms fall under the 
general heading of sentiment analysis [9] 

 Sentiment analysis has been one of the most active study 
fields in natural language processing since the early 2000s. The 
goal of sentiment analysis is to define an automated tool 
capable of extracting sentiments and other subjective 
information from texts and natural language, thereby producing 
organized and useful knowledge that either decision support 
systems or decision-making can use. Researchers disagree on 
whether the discipline should be dubbed sentiment analysis or 
opinion mining due to uncertainty about the distinction between 
sentiment and opinion. In contrast to opinion, defined as a view, 
judgment, or judgment made in mind on a specific issue, 
sentiment is described in the Merriam-Webster Collegiate 
Dictionary as an attitude, thinking, or judgment motivated by 
feelings. The differences are quite slight, and both share several 

characteristics. The definition demonstrates that while 
sentiment is more of a feeling than an opinion, opinion is more 
of a person's concrete perception of something [10]. 

C. IMDb 

IMDb (Internet Movie Database) [11] is an online database 

of information about movies, TV shows, home videos, video 

games, and shows on the Internet, including cast lists and 

biographies of the production team. The Output and staff, story 

summaries, quizzes, reviews, and ratings by fans. Another fan 

feature, the message board, was discontinued in February 2017. 

Fans initially ran the site, but the database was later owned and 

operated. by imdb.com Inc., a subsidiary of imdb.com Inc. 

Amazon. 

The majority of the database's information comes from 

volunteers. Registered users of this website can edit and add 

new documents. Those with a track record of providing 

accurate data will be given fast clearance for additions or 

adjustments to staff demographics, actors, awards, and other 

media productions. However, changes to images, names, 

character names, plot synopsis, and titles are meant to be read 

before publication and typically take 24-72 hours to appear 

[12]. 

D. Dataset 

The material used in this research is the IMDb (Internet 

Movie Database) dataset obtained from kaggle.com. One 

thousand data were used in this study. The dataset used will be 

divided into two types of data for this study's purposes: training 

data and test data. Training data is used as much as 80% to train 

the algorithm in finding the appropriate model. While the Test 

Data used as much as 20% of new data that does not yet have a 

class, a classification process is needed to determine the 

appropriate class. The data obtained includes the class (label), 

namely positive and negative [11]. 

E. Preprocessing 

 Tokenization, Stop Word Removal, Stemming, and 

Lemmatization are examples of fundamental text processing 

procedures [13]. 

1)  Tokenization: Tokenization is recognizing words in the 

character input sequence, primarily by separating punctuation 

marks and by recognition, abbreviations, etc. In some cases, if 

the content was taken from a web page, the tokenization 

process additionally includes procedures for normalizing the 

text, such as removing HTML tags, true casing, or lowercase 

lettering. 

2)  Stop Word Removal: Stop words, which also go by the 

names of function words or closed-class words, are high-

frequency words like subjects, affixes, pronouns, determinants, 

prepositions, conjunctions, and others. Words that are not 

crucial to the text document will be eliminated throughout this 

process. 

3)  Stemming: Although many words in natural language 

share similarities, their various forms render recognition 
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useless. In order to retrieve the parent (root) of a phrase, which 

all associated words will share, stemming is the act of 

eliminating suffixes and prefixes from an input word. For 

instance, computations and computations will all be derived 

from the same root. When the "consumer" of a root word is a 

system rather than a human person, stemming frequently 

produces root words that are invalid or irrelevant. 

4)  Lemmatization: Lemmatization, an alternative to 

stemming, lowers a word's inflectional form to its root form. In 

contrast to stemming, lemmatization produces legitimate word 

forms, the earliest forms of words found in dictionaries. 

Lemmatization, therefore, has the advantage of making the 

output human-readable. Still, it necessitates a more 

computationally demanding procedure because it needs a list of 

grammatical forms to handle regular inflection and a lengthy 

list of irregular words. 

F. Term Frequency-Inverse Document Frequency (TF-IDF) 

TF-IDF [14] is a combination of Term Frequency (TF) and 

Inverse Document Frequency (IDF). Because it directly uses 

the original word frequency values from the document, the TF 

representation is one of the most straightforward TWSs. The 

TF is predicated on the idea that terms with higher phrase 

frequency values are regarded as having greater importance 

than those with lower term frequency values. It depends on how 

frequently particular terms appear in the local document. Due 

to its ignorance of collection frequency, TF's ability to separate 

all pertinent documents from other irrelevant ones is very poor. 

Inverse document frequency (IDF) in terms of coverage 

frequency has been presented as a solution to this problem [15]. 

This enhances the terms' capacity to be distinguished for text 

classification. IDF goes beyond document frequency (DF) to 

include the number of documents that contain the phrase. The 

idea behind this is that terms that appear in fewer papers are 

thought to be more significant than terms that feature in more 

texts [16]. The IDF value for a particular term can be 

determined using Equations (1), (2), and (3).  

𝐼𝐷𝐹 (𝑡, 𝑑, 𝐷)  = 𝑙𝑜𝑔
|𝐷|

𝐷𝐹(𝑡,𝐷)
  (1) 

𝐼𝐷𝐹 (𝑡, 𝑑, 𝐷)  = 𝑙𝑜𝑔
|𝐷|+1

𝐷𝐹(𝑡,𝐷)+1
  (2) 

TF-𝐼𝐷𝐹 (𝑡, 𝑑, 𝐷)  = 𝑇𝐹(𝑡, 𝑑) ∗ 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷)  (3) 

G. Bag of Words (BoW) 

The bag of words (BoW) model, commonly referred to as a 

vector space model, is a straightforward representation used in 

natural language processing (NLP) and "IR" information 

retrieval [17]. This approach views a sentence or text as a 

collection of several sets of words, irrespective of word order 

and grammar, but keeping polysemy. A model that learns 

vocabulary from all papers and then models each document by 

counting the number of times each word appears is another way 

to define BoW [18] 

H. Support Vector Machine 

The Support Vector Machine (SVM) algorithm [19] is a 

model of binary classification. It is the best-fit segmentation 

between two data classes since it is a straight line in two 

dimensions. An ideal decision plan must be established for 

high-dimensional data sets as the segmentation reference type. 

According to SVM's fundamental principle, when a 

classification problem is solved, the distance between the 

nearest sample point and the decision surface must be at its 

maximum, i.e., the distance between two classes of sample 

points to effectively separate the samples [20]. 

The classification function f(x) = wTx + b represents it. The 

support vector on the dotted line r is defined as the geometric 

distance, and it is equal to the distance between the two dotted 

lines r, or the interval of two dotted lines to 2r using Equation 

(4). 

𝑟 =  𝑦𝑟 =  
ř

𝑤
 (4) 

Where ̂r = y(wTx + b) = yf(x), the  ̂r variable is a function 

interval. 

I. Hyperparameter Tuning 

A hyperparameter is a parameter in a machine-learning 

context set before the learning process begins. Hyperparameter 

tuning is an architecture from deep learning to improve the 

performance of predictive models. Training the data yields the 

values of model parameters. The model parameters are the 

weights and coefficients the algorithm derives from the data. 

Every algorithm has a set of hyperparameters, such as a 

decision tree depth parameter [21]. Randomly selecting 

hyperparameters can never ensure a consistent and widely 

acceptable result. As a result, in addition to manual tuning 

methods, automated tuning methods have grown in popularity 

in recent years [22]. 

 

J. Evaluation Matrix 
A confusion Matrix is a matrix that displays how accurately 

a model predicts a given situation, as follows in Table I. One 
method for evaluating a classification model's performance is 
the confusion matrix. The confusion matrix has a 2x2 table for 
categorizing models with data as A or B in its most basic form 
[4]. 

TABLE I 

CONFUSION MATRIX 
Actual Class Predict Class 

 Positive Negative 

Positive True Positive False Negative 

Negative False Positive True Negative 

 

The effectiveness of the classification of test data that hasn't 
been seen is assessed using a variety of evaluation 
methodologies. Precision, recall, F-measure, and accuracy are 
the most frequently applied to text classification. A common 
objective is maximizing all metrics with 0 and 1. Higher values, 
therefore, indicate improved categorization performance [23]. 

Precision and recall are two metrics frequently combined 
to assess the effectiveness of information retrieval and are 
widely used statistics in text categorization. More specifically, 
recall counts how many relevant documents were successfully 
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retrieved, whereas accuracy counts how many relevant 
documents were retrieved. The formula is found in Equations 
(5) and can be used to determine both metrics using Equation 
(6). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (6) 

 Rarely are precision and recall considered in isolation. The 
F-measure, which offers a single weighted statistic for 
assessing overall performance, frequently combines these two 
measurements. Using the formula in the Equation, the F-
measure may be computed using Equation (7). 

𝐹1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

 Accuracy is a different metric used to gauge categorization 
performance. The quantity of correctly identified samples is 
how accuracy is calculated. If the classification consistently 
predicts one class, which can be determined using a formula 
such as equation (8), accuracy is used [7]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 +𝐹𝑃 + 𝐹𝑁
 𝑥 100% (8) 

III. RESULT AND DISCUSSION 

The method used for sentiment analysis in this study is the 

SVM method with Feature Extraction Bow and TF-IDF. 

A. Data Collecting 

At the data collection stage, the author explores data from 

various datasets, one of which is through the public dataset site, 

Kaggle. The author obtained a dataset about IMDb review 

movies, where the total dataset is 50,000 datasets. Furthermore, 

the dataset is divided into 50% positive and 50% negative, as 

shown in Figure 2. 

 

 
Figure 2. Split Dataset 

B. Implementation 

In this study, the authors carried out several 

implementations with several parameters to get maximum 

results. The parameters tested were Wordcloud before and after 

preprocessing and then proceeded to the feature extraction 

stage, namely Bags of Word and TF-IDF. 

For the first, the parameter being tested is Wordcloud before 

preprocessing. In this wordcloud, it processes all the data 

totaling 65.521.550 words. In Figure 3, these are the words 

contained in the wordcloud before preprocessing. 

 

 
Figure 3. Wordcloud Before Preprocessing 

After processing all the data, totaling 65.521.550 words, the 
writer paraphrases and removes the subject words, 
conjunctions, and typos so that the preprocessing system can 
read the processed words. Furthermore, the author uses the 
useful tqdm library to display a progress bar with a simple loop. 
Figure 4 shows the results of using tqdm. 

Figure 4. Result After Stopwords 
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Furthermore, the second parameter tested is the wordcloud 

after preprocessing. In this preprocessing, perform data 

processing that was previously processed before preprocessing. 

In this preprocessing, there are 41,346,691 words. In Figure 5. 

these are the words from wordcloud after preprocessing. After 

that, it is continued to the feature extraction process and 

evaluation matrix. 

 
Figure 5. Wordcloud After Preprocessing 

Following the conversion of the data into a matrix in the 
feature extraction stage, the matrix and labels obtained in the 
following stage will be learning material for SVM, allowing 
SVM to predict the label of a matrix with the same feature as 
the previously studied matrix. The SVM's method of operation 
is to create a hyperplane that divides data into several classes. 
Then, using grid-search, optimize against the SVM parameters 
to find the best parameters that SVM models can use. The Grid-
search will attempt to find the best hyperparameter by using 
SVM to evaluate each combination of hyperparameters. And 
then, choose the best combination of hyperparameter values 
from the options provided. 

C. Evaluation Model 

It may be concluded from the analysis and discussion 

conducted that SVM has been successfully implemented using 

the IMDb data for this study (Support Vector Machine). In 

order to perform this study, the preprocessing process for 

filtering and classifying data using SVM was completed with 

50.000 data, aggregating up to 40.000 reviews for training data 

and 10.000 reviews for test data. The opinion is divided into 

25.000 positive data and 25.000 negative data. 88,59% of the 

highest accuracy test results were achieved using SVM with 

Bags of Word (Bow) in Figure 6. 

The test results in this study are presented in Table II. The 

results are 90% precision, 89% recall, and 89% f1-score. 

 

Figure 6. Result Bag of Words (BoW) 

TABLE II 

RESULT BOW 
 Precision Recall F1-Score 

Negative 0.87 0.90 0.88 

Positive 0.90 0.88 0.89 

Accuracy 0.90 0.89 0.89 

Then, 91,27% of the highest accuracy test results were 

achieved by using SVM with TF-IDF in Figure 7. This result is 

the best result when compared with BoW.  

Figure 7. The Result TF-IDF 

The test results in this study are presented in Table II. The 

results are 91% precision, 92% recall, and 91% f1-score. 

 
TABEL III 

RESULT TF-IDF 
 Precision Recall F1-Score 

Negative 0.90 0.92 0.91 

Positive 0.92 0.91 0.91 

Accuracy 0.91 0.92 0.91 

 

 

 

 

 



Inform : Jurnal Ilmiah Bidang Teknologi Informasi dan Komunikasi 

  Vol.8 No.2 July 2023, P-ISSN : 2502-3470, E-ISSN : 2581-0367 

 

95 

DOI : https://doi.org/10.25139/inform.v8i2.5700 
 

IV. CONCLUSION 

 Taking into account the findings of the analysis and 
discussion that have been conducted, it can be interpreted that 
the data for this study succeeded in implementing the Support 

Vector Machines (SVM) algorithm for IMDb Movie Review. The 
preprocessing process for filtering data and calculating word 
weights using TF-IDF to classify data using Support Vector 
Machines (SVM). Using grid-search, optimize against the SVM 
parameters to find the best parameters that SVM models can use. It 

was successfully carried out with 50,000 data by grouping as 
many as 40,000 tweet data for training data and 10,000 tweets 
for test data to conduct this research. The results of the accuracy 
test showed our model achieves Support Vector Machines (SVM) 

with Bags of words (BoW) used to obtain the highest accuracy 
test results with an accuracy of 88,59%. Then, our model 
achieves the Term Frequency–Inverse Document Frequency 
(TF-IDF) used to obtain the highest accuracy test results with 
an accuracy of 91.27%. 
 A complete word dictionary (known as a "library stop 
word" in English) and linguistic specialists are anticipated to be 
used in future research to increase the results' accuracy. To 
analyze models and algorithms that have high accuracy for 
handling specific sentiment analysis cases following the data 
held for results with high accuracy. Case studies with various 
social media platforms and comparisons with other models and 
algorithms are also advised for further research. 
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