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ABSTRACT 

Article History: 
According to the World Health Organization (WHO) in 2015, 70% of cardiac deaths were 

caused by coronary heart disease (CHD). Based on WHO data in 2017, 17.5 million deaths 

were recorded, equivalent to 30% of the total deaths in the world caused by coronary heart 

disease. Coronary heart disease is a disorder of heart function caused by plaque that 

accumulates in arterial blood vessels so that it interferes with the supply of oxygen to the heart 

tissue. This causes reduced blood flow to the heart muscle and oxygen deficiency occurs. In 

more serious circumstances, it can result in a heart attack. Risk factors for coronary heart 

disease include age, gender, hypertension, cholesterol, heredity, diabetes mellitus, obesity, 

dyslipidemia, smoking and lack of physical activity. If a person's chances of suffering from 

coronary heart disease can be predicted early based on the existing risk factors, then the 

mortality rate of coronary heart disease can be suppressed. The objective of this study is to 

build a model that can predict the possibility of a patient suffering from coronary heart disease. 

The study used the Fuzzy Logistic Regression model. This model was used to maximize 

prediction results in which data size was limited. The least square method was used to estimate 

the value of the parameter. We obtained data from National Cardiovascular Center Harapan 

Kita, Jakarta. Evaluation with the Mean Degree of Membership method showed that the model 

built was feasible and good enough to predict coronary heart disease. By using the confusion 

matrix, the accuracy of the prediction model is 80.00%, with a specificity of 42.85% and a 

sensitivity of 100%. 
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1. INTRODUCTION 

One’s probability to develop coronary heart disease are influenced by several risk factors. There are 

two types of risk factors, namely uncontrollable risk factors such as genetics, age, gender, and controllable 

risk factors such as smoking, diet, exercise, cholesterol, and blood pressure[1][2]. Many studies have been 

conducted before to predict the incidence of coronary heart disease through the existing risk factors in 

patients. Sellappan Palaniappan and Rafiah Awang in 2008 utilized data mining techniques such as Decision 

Tree, Naïve Bayes, and Neural Network to detect heart disease. Of the 909-patient data and fifteen risk factors 

observed, an Intelligent Heart Disease Prediction System (IHDPS) model was built to detect heart disease. 

This model can assist doctors in making decisions to perform actions on patients [3]. In 2014, Banu and 

Gomathy grouped the data using the K-means Clustering algorithm and implemented the Maximal Frequent 

Itemset Algorithm (MAFIA). This study succeeded in building a model that can predict the risk of heart attack 

in patients [4]. Febriani et.al in 2021 predicted readmissions after CABG operations using logistic regression 

by paying attention to eighteen risk factors. Of the eighteen risk factors obtained, only four were the most 

significant [5]. Haleh Ayatollahi in 2019 observed 1324 patient data coming from AJA University of medical 

science. A total of twenty-five risk factors were observed using two methods, namely the Support Vector 

Machine (SVM) and the Neural Network Algorithm [6]. Other studies related to coronary heart disease have 

also been conducted [7] - [14].  

With time, science has experienced a very rapid development. Predicting a person's chances of 

suffering from a particular disease is not only done by the experts in the medical field, but nowadays 

researchers in the field of science can also conduct empirical data analysis. In this study, observational data 

on the risk factors of heart disease were divided into two types: numerical and categorical data. Numerical 

data includes weight, age, blood pressure, cholesterol levels, the number of heart rates per unit time. 

Meanwhile, categorical data includes gender, history of diabetes mellitus, smoking or not. The risk factor 

was a predictor variable (input) that would be used to predict the response variable (output), which was the 

chance of a person suffering from coronary heart disease. The data used in the research was retrieved from 

National Cardiovascular Center Harapan Kita, Jakarta. Fuzzy Logistic Regression Model was utitlized to 

predict the possibility of a patient suffering from coronary heart disease. We used  least square method, Mean 

Degree of Membership method, and Confusion Matrix to estimate the value of the parameter, to test model 

feasibility, to predict the accuracy, respectively. 

Logistic regression is a statistical modeling method used to describe the functional relationship 

between predictor variables (inputs) and response variables (outputs). In logistic regression, predictor 

variables (inputs) can be categorical, numerical or both. Each input value has a major influence in determining 

the predicted result. Therefore, the Logistic Regression model is very suitable to analyze and predict existing 

problems. Borowiak and Saphiro in 2014 wrote in their book titled "Financial and Actuarial Statistics: An 

Introduction" that one of the limitations of regression logistics models is when faced with small data, this 

causes the accuracy of predictions to decrease [15]. In Indonesia, the database storage system in hospitals is 

not yet matched the developed countries, thus data collection for this research is conducted manually that 

leads to limitation in obtaining the data. To overcome these limitations, this study will combine statistical 

methods and reasoning techniques or soft computing. Soft computing is a model approach using artificial 

intelligence. One example of a soft computing model is Fuzzy Logic. Fuzzy's theory of logic was first 

introduced in 1965 by a professor from the University of California, Prof. Lotfi A. Zadeh. Fuzzy logic is the 

logic that states estimate not certainties, much like human thinking. With Fuzzy logic, it allows tolerance in 

the grouping of values to produce a more rational output. Therefore, the output obtained by the software 

measurement becomes more accurate [16]. The previous researchers who used the fuzzy model includes 

Rosma Moh Dom et.al in 2012. In their study, with data from research center of the University of Malaya, 

oral cancer was predicted based on eight risk factors. The results showed that this model can work well in 

predicting oral cancer [17]. Furthermore, in 2011, Saadeh Pourahmad et.al predicted the possibility of 

suffering from diabetes by applying a fuzzy logistic regression model. The results of the evaluation of the 

model using the mean degree of membership and mean square error showed satisfactory results [18]. In 2018, 

Nimet Yapici Pehlivan and Aynur Sahin introduced an integrated fuzzy logistic regression approach to 

describe the relationship between crisp inputs and fuzzy binary output [19]. In addition, there are other studies 

that combine regression analysis and fuzzy logic [20],[21]. With this background, this research has combined 

the logistic regression model and the fuzzy logic model, hereinafter referred to as the fuzzy logistic regression 

model to predict the possibility of a patient suffering from coronary heart disease.  
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2. RESEARCH METHODS 

2.1 Logistic Regression Model 

Logistic regression is a regression model used to analyze the relationship between predictor variables 

(annotated with 𝑥) and response variables (annotated with 𝑦), where the response variable has only two 

possibilities, namely success and failure expressed by 0 (failed) and 1 (success). The following is a general 

equation of logistic regression [22]. 

𝑌𝑖 = 𝛽0 + 𝛽1.𝑥𝑖1 + 𝛽2𝑥𝑖2 +⋯+ 𝛽𝑘𝑥𝑖𝑘 + 𝜀𝑖, 𝑖 = 1, 2, … ,𝑚   (1) 

(

𝑌1
𝑌2
⋮
𝑌𝑚

) = (

𝑥11 𝑥12 ⋯ 𝑥1𝑘
𝑥21 𝑥22 … 𝑥2𝑘
⋮
𝑥𝑚1

⋮
𝑥𝑚2

⋮
…

⋮
𝑥𝑚𝑘

)(

𝛽0
𝛽1
⋮
𝛽𝑘

)+ (

𝜀1
𝜀2
⋮
𝜀𝑚

)    (2) 

 

With: 

 𝒀 = (𝑌1, 𝑌2, … 𝑌𝑚)𝑇 be vector 𝑚× 1 of response variable. 

 𝑿 = (

𝑥11 𝑥12 ⋯ 𝑥1𝑘
𝑥21 𝑥22 … 𝑥2𝑘
⋮
𝑥𝑚1

⋮
𝑥𝑚2

⋮
…

⋮
𝑥𝑚𝑘

)  be 𝑚 × 𝑘 matrix of 𝑚 subjects of 𝑘 predictor variables.  

𝜷 = (𝛽1, 𝛽2, … 𝛽𝑘)
𝑇 be 𝑘 × 1 vector of the regression coefficient. 

𝜺 = (𝜀1, 𝜀2, … 𝜀𝑚)𝑇 be 𝑚× 1 vector showing the error value. 

Assuming 𝐸(𝜀𝑖)=0. So: 𝑌𝑖 = 𝒙𝑖
𝑇𝜷 + 𝜀𝑖                          (3) 

Suppose a binary response variable is defined as follows: 

𝑌𝑖 = {
1, success
0,         failure

 

 

𝑌𝑖 assumed to be distributed Bernoulli. 𝑌𝑖 has the following probability distribution: 

Tabel 1. Probability of response variables 

𝒀𝒊 Probability 

1 𝑃(𝑦𝑖 = 1) = 𝜋𝑖 

0 𝑃(𝑦𝑖 = 0) = 1 − 𝜋𝑖 

 

From Table 1 the chance of success is stated with one and the chance of failure is expressed with zero. 

The probability value is 𝜋𝑖 to succeed, and  1 − 𝜋𝑖  to failed. Assuming  𝐸(𝜀𝑖) = 0 the expectation value for 

the response variable is obtained, namely: 𝐸(𝑌𝑖) = (1 − 𝜋𝑖)0 + 𝜋𝑖. 1 = 𝜋𝑖 

So that:  

𝐸(𝑌𝑖) = 𝐸(𝒙𝒊′𝜷 + 𝜀𝑖) = 𝐸(𝒙𝒊
′𝜷) + 𝐸(𝜀𝑖) = 𝒙𝒊

′   (4) 

Because 𝑌  is a binary response variable that is valued at 0 and 1 hence the value 𝐸(𝑌𝑖)  has limitations in the 

form of: 

0 ≤ 𝐸(𝑌𝑖) = 𝜋𝑖 ≤ 1    (5) 
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In logistic regression, the relationship between predictor variables and response variables is non-

linear. To make it linear can be conducted transformations on variables, so that the relationship between the 

predictor variable and the response variable becomes linear. The logit transformation for the need for linearity 

is defined as follows:  

𝒙𝒊
′𝜷 = ln

𝜋

1−𝜋
      (6)      

So that relationship between 𝜋𝑖 and 𝒙𝒊
′ defined as: 

𝜋𝑖 =
𝑒𝒙𝒊
′𝜷

1+𝑒𝒙𝒊
′𝜷𝑗

     (7) 

 

2.2 Fuzzy Logistic Regression Model 

Suppose a dataset  𝑋𝑖 = (𝑋𝑖1, 𝑋𝑖2, … , 𝑋𝑖𝑗 , … , 𝑋𝑖𝑘), 𝑖 = 1, 2, . . . , 𝑚    where 𝑋𝑖𝑗  is a predictor variable 

j for subject i, and 𝑚 represents the number of subjects. Fuzzy Logistic Regression is defined as [23]: 

 

�̃�𝑖 = �̃�0 + �̃�1𝑋𝑖1 +⋯+ �̃�𝑛𝑋𝑖𝑘 , 𝑖 = 1,… ,𝑚.   (8) 

 

With �̃�𝑖 is a response variable and �̃�0, �̃�1, … �̃�𝑘 is a research parameter that in this case is referred to as the 

fuzzy coefficient. 

In fuzzy logistic regression models, the function used as an approach is a triangular function. So, the fuzzy 

coefficient will also be expressed in triangular form: 

𝐴𝑗 = (𝑎𝑗
𝑐 , 𝑠𝑗

𝐿 , 𝑠𝑗
𝑅)𝑇

 

 
, 𝑗 = 0, 1, 2, … , 𝑘     (9) 

With its membership function: 

𝜇𝐴𝑗 (𝛼𝑗) = 1 −
|𝑎𝑗−𝛼𝑗 

|

𝑠𝑗
, 𝑎𝑗 − 𝑠𝑗 ≤ 𝛼𝑗 ≤ 𝑎𝑗 + 𝑠𝑗, ∀𝑗 = 0, 1, 2,… , 𝑘.  (10) 

And with: 

𝑎 = central point can be written as 𝑎𝑗
𝑐 

𝑠 = scatter point which consists of a left spread  𝑠𝑗
𝐿 and right spread 𝑠𝑗

𝑅 

𝑗 =  expressing the predictor variable j 

𝛼 = input variables 

So that the fuzzy coefficient can also be written into: 

𝐴𝑗 = (𝑎𝑗, 𝑠𝑗)𝑇 , 𝑗 = 0,1,2,… , 𝑘    (11) 

Since the fuzzy coefficient is triangular, the fuzzy output �̃�𝑖, 𝑖 = 1,… ,𝑚 later it will also be triangular. So 

that �̃�𝑖 = (𝑓𝑖𝑎
𝑐 (𝑥), 𝑓𝑖𝑠

𝐿(𝑥), 𝑓𝑖𝑠
𝑅(𝑥))𝑇,  where: 

       𝑓𝑖𝑎
𝑐 (𝑥) = 𝑎0

𝑐 + 𝑎1
𝑐𝑥𝑖1 +⋯+ 𝑎𝑛

𝑐𝑥𝑖𝑘,    (12) 

𝑓𝑖𝑠
𝐿(𝑥) = 𝑠0

𝐿 + 𝑠1
𝐿𝑥𝑖1 +⋯+ 𝑠𝑛

𝐿𝑥𝑖𝑘,    (13) 

      𝑓𝑖𝑠
𝑅(𝑥) = 𝑠0

𝑅 + 𝑠1
𝑅𝑥𝑖1 +⋯+ 𝑠𝑛

𝑅𝑥𝑖𝑘,    (14) 

 

As in the Logistic Regression model written in Equation (6), in the fuzzy logistic regression model �̃�𝑖 also 

defined logit transformations namely: 

�̃�𝑖 = ln (
𝜇𝑖

1−𝜇𝑖
)     (15)  

One of the fundamental differences of logistic regression models and fuzzy logistic regression is in the 

use of the term probability. The logistic regression model expresses the chance of success with 

probability. Whereas in the fuzzy logistic regression model, the term used is possibilistic or the probability 

of success which is annotated as 𝜇𝑖 . Value 
𝜇𝑖

1−𝜇𝑖
 referred to as possibilistic odds. 
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Based on Equation (9), Equation (10) and Equation (15) then the membership function for �̃�𝑖 =
(𝑓𝑖𝑎

𝑐 (𝑥), 𝑓𝑖𝑠
𝐿(𝑥), 𝑓𝑖𝑠

𝑅(𝑥))𝑇 be: 

exp (�̃�𝑖(𝑥)) = (
𝜇𝑖

1−𝜇𝑖
) (𝑥) = {

1 −
𝑓𝑖𝑎
𝑐 (𝑥)−ln(𝑥)

𝑓𝑖𝑠
𝐿(𝑥)

, 𝑓𝑖𝑎
𝑐 (𝑥) − 𝑓𝑖𝑠

𝐿(𝑥) ≤ ln (𝑥) ≤ 𝑓𝑖𝑎
𝑐 (𝑥),

1 −
ln(𝑥)−𝑓𝑖𝑎

𝑐 (𝑥)

𝑓𝑖𝑠
𝑅(𝑥)

, 𝑓𝑖𝑎
𝑐 (𝑥) < ln (𝑥) ≤ 𝑓𝑖𝑎

𝑐 (𝑥) + 𝑓𝑖𝑠
𝑅(𝑥).

 (16) 

𝜇𝑖(𝑥) = �̃�𝑖 (ln
𝑥

1−𝑥
) =

{
 

 1 −
𝑓𝑖𝑎
𝑐 (𝑥)−ln

𝑥

1−𝑥

𝑓𝑖𝑠
𝐿(𝑥)

, 𝑓𝑖𝑎
𝑐 (𝑥) − 𝑓𝑖𝑠

𝐿(𝑥) ≤ ln
𝑥

1−𝑥
≤ 𝑓𝑖𝑎

𝑐 (𝑥),

1 −
ln

𝑥

1−𝑥
−𝑓𝑖𝑎

𝑐 (𝑥)

𝑓𝑖𝑠
𝑅(𝑥)

, 𝑓𝑖𝑎
𝑐 (𝑥) < ln

𝑥

1−𝑥
≤ 𝑓𝑖𝑎

𝑐 (𝑥) + 𝑓𝑖𝑠
𝑅(𝑥).

  (17) 

The model to be built is obtained by substituting Equation (11) to Equation (8) so that: 

�̃�𝑖 = (𝛼0, 𝑠0)𝑇 + (𝛼1, 𝑠1)𝑇𝑥𝑖1 + (𝛼2, 𝑠2)𝑇𝑥𝑖2 +⋯+ (𝛼𝑘 , 𝑠𝑘)𝑇𝑥𝑖𝑘  (18) 

Where: 

�̃�𝑖 = (𝑊1𝑖,𝑊2𝑖)
𝑇  is a vector 2 × 1 of subject 𝑖 . 

𝑋 = (

𝑥11 𝑥12 ⋯ 𝑥1𝑘
𝑥21 𝑥22 … 𝑥2𝑘
⋮
𝑥𝑚1

⋮
𝑥𝑚2

⋮
…

⋮
𝑥𝑚𝑘

)  be 𝑚 × 𝑘 matrix of 𝑘 predictor variables of m subjects. 

𝜷 = (𝛽1, 𝛽2, … , 𝛽𝑗  , … , 𝛽𝑘)𝑇 be 𝑘 × 1 vector of the regression coefficient with 𝛽𝑗 = (𝛼𝑗, 𝑠𝑗). 
 

2.3 Least Square Method 

One method that can be used to estimate the value of a parameter is the Least Square method. The Least 

Square method is a parameter estimation method that works by minimizing the sum of the residue (the 

difference between the actual value and its estimated value) squared [24], [25]. The Least Square method was 

first introduced by Legendre in 1805 [26]. The functions to be minimized in the least square method are: 

𝑆𝑆𝐸 = ∑ (𝑑(�̃�𝑖, �̃�𝑖))
2𝑚

𝑖=1      (19) 

 

With �̃�𝑖 states the estimation model and �̃�𝑖 states the observation model. 

 
2.4 Mean Degree of Membership 

Suppose a fuzzy regression logistic model comes from m observation. MDM (Mean Degree of 

Membership) is the average value of its membership degree [25]. The range of Mean Degree of 

Membership values is at intervals of 0 and 1. A Mean Degree of Membership greater than 0.5 indicates that 

the model built is feasible or appropriate [20]. The hypotheses used for the conformity test of this model are: 

𝐻0: fuzzy logistic regression models good enough to predict coronary heart disease. 

𝐻1: fuzzy logistic regression models are not good enough to predict coronary heart disease. 

Test statistics: 

𝑀𝐷𝑀 =
1

𝑚
∑ �̃�𝑖(𝜔𝑖)
𝑚
𝑖=1 =

1

𝑚
∑ exp (�̃�𝑖 ((

𝜇𝑖

1−𝜇𝑖
)  )𝑚

𝑖=1     (20) 

Based on decision making: 

𝐻0 accepted if the Mean Degree of Membership > 0.5 

𝐻0 rejected if the Mean Degree of Membership < 0.5 
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2.5 Confusion Matrix 

Confusion matrix is one of the methods that can be used to calculate accuracy. Confusion matrix states 

the comparison of the number of correctly predicted test data and the number of incorrectly predicted test 

data [27]. From the confusion matrix, the accuracy, specificity, and sensitivity of predictions can be 

calculated. 

 

 

3. RESULTS AND DISCUSSION 

In this study, the data used was obtained from National Cardiovascular Center Harapan Kita Jakarta in 

2019. A total of twenty data samples consisting of ten research variables, namely age, gender, BMI (Body 

Mass Index), sodium, TDS (Systolic Blood Pressure), TDD (Diastolic Blood Pressure), BPM (Beats Per 

Minutes), hemoglobin, potassium, and blood glucose were retrieved from the medical records.  

 

Coding research variables are presented in Table 2. The patient observation data at NCCHK is shown in 

Table 3. 
 Table 2. Coding Research Variables 

No Variable Coding Category 

1 Gender 0 Woman 

  1 Man 

2 CHD 0 Non-CHD 

  1 CHD 

 
Table 3. Patient Observation Data at The National Cardiovascular Center Harapan Kita Jakarta 

No Gender Age BMI Na TDS TDD Cp Hb K GDS CHD 

1 1 60 27,39 142 154 82 75 12,6 4,55 135 1 

2 0 66 20,2 136 179 94 67 10,9 3,5 213 0 

3 1 50 27,55 142 146 81 59 11,1 4 96 1 

4 1 58 23,59 128 187 103 70 12,2 3,5 119 1 

5 1 63 24,98 110 124 68 84 10,2 4,6 234 1 

6 1 63 23,81 141 175 97 62 11,9 3,7 193 0 

7 1 72 22,77 135 184 88 72 14,8 2,7 426 1 

8 1 60 28,91 137 148 83 130 15 4,8 403 1 

9 1 68 24,61 140 148 81 60 13,7 3,9 164 0 

10 0 67 23,05 141 99 58 56 8,4 3,4 144 0 

11 1 62 24,84 138 123 64 65 12,3 3,5 197 1 

12 1 55 28,67 141 137 77 83 11,2 4,1 135 1 

13 0 62 29,78 145 166 85 83 8,4 4,4 202 0 

14 0 70 20 141 101 75 94 16,2 2,7 226 0 

15 1 53 29,76 121 104 55 96 6,8 4,6 126 1 

16 1 66 23,88 140 109 48 84 7,4 4,05 277 1 

17 1 56 30,8 134 141 81 67 14,3 4,5 191 1 

18 1 69 24,44 132 128 68 68 12,7 5,28 153 1 

19 1 63 23,26 141 141 78 65 13,8 4,5 102 1 

20 1 64 32,83 137 231 104 84 10,2 2,5 251 0 
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3.1 Building the Model  

Based on Equation (18) 𝑋1 = Gender, 𝑋2 = Age, 𝑋3 = BMI, 𝑋4 = Na, 𝑋5 = TDS, 𝑋6 = TDD, 𝑋7 = 

BPM, 𝑋8 = Hb, 𝑋9 = K, 𝑋10 = GDS then the model built is:  

 

�̃�𝑖 = �̃�0 + �̃�1𝐺𝑒𝑛𝑑𝑒𝑟𝑖 + �̃�2𝐴𝑔𝑒𝑖 + �̃�3𝐵𝑀𝐼𝑖 + �̃�4𝑁𝑎𝑖 + �̃�5𝑇𝐷𝑆𝑖 + �̃�6𝑇𝐷𝐷𝑖 + �̃�7𝐵𝑃𝑀𝑖 + �̃�8𝐻𝑏𝑖 +
�̃�9𝐾𝑖 + �̃�10𝐺𝐷𝑆𝑖, dengan 𝑖 = 1,… ,20.                         (21) 

 

3.2 Parameter Estimation a and s using the Least Square method 

Using the help of R software, the parameter is obtained 𝒂 and 𝒔 : 
𝒂 
= (8.99 0,1476 −0.087744 −0.08315 −0.016 0.019165 −0.05205 0.00198 0.1356584 0.178836 0.00105  ) 𝑇   
𝒔 
= (8.99 0,1476 −0.09292 −0.08315 −0.016 0.019165 −0.05205 0.00198 0.1356584 0.178836 0.00105  ) 𝑇  

 
3.3 Predicting Coronary Heart Disease 
 

From Equation (21) and by substituting the value 𝑎 and 𝑠 obtained from the parameter estimation 

process, the general model for the prediction of coronary heart disease in patients at National Cardiovascular 

Center Harapan Kita Jakarta is: 

 

�̃�𝑖 = (8.99 , 8.99) + (0.1476,0.1476)𝑇 × 𝐺𝑒𝑛𝑑𝑒𝑟𝑖 + (−0.087744,−0.09292)𝑇 × 𝐴𝑔𝑒𝑖
+ (−0.08315,−0.08315)𝑇 × 𝐵𝑀𝐼𝑖 + (−0.016,−0.016)𝑇 × 𝑁𝑎𝑖
+ (0.019165, 0.019165)𝑇 × 𝑇𝐷𝑆𝑖 + (−0.05205,−0.05205)𝑇 × 𝑇𝐷𝐷𝑖
+ (0.00198,0.00198)𝑇 × 𝐵𝑃𝑀𝑖 + (0.1356584, 0.1356584)𝑇 × 𝐻𝑏𝑖
+ (0.178836,0.178836)𝑇 × 𝐾𝑖 + (0.00105,0.00105)𝑇 × 𝐺𝐷𝑆𝑖 , for 𝑖 = 1,… ,20. 

(22) 

Equation (17) can determine possibilistic values for each patient. As an example, the following data 

described the calculation process for patient number 8. 

 
Table 4. Patient Observation Data number 8 

No 

𝑥𝑖1 

Gender 

𝑥𝑖2 

Age 

𝑥𝑖3 

BMI 

𝑥𝑖4 

Na 

𝑥𝑖5 

TDS 

𝑥𝑖6 

TDD 

𝑥𝑖7 

BPM 

𝑥𝑖8 

HB 

𝑥𝑖10 

K 

𝑥𝑖11 

GDS 

𝑌𝑖 
PJK 

8 1 60 28.91 137 148 83 130 15 4,8 403 1 

 

 

�̃�8 = (8.99 , 8.99) + (0.1476,0.1476)𝑇 × 1 + (−0.087744,−0.09292)𝑇 × 60
+ (−0.08315,−0.08315)𝑇 × 28.91 + (−0.016,−0.016)𝑇 × 137
+ (0.019165, 0.019165)𝑇 × 148 + (−0.05205,−0.05205)𝑇 × 83
+ (0.00198,0.00198)𝑇 × 130 + (0.1356584, 0.1356584)𝑇 × 15
+ (0.178836,0.178836)𝑇 × 4.8 + (0.00105,0.00105)𝑇 × 403
= (1.366912,1.0563635)𝑇 

 
Substitution of patient prediction model eight to Equation (16) and Equation (17). So that: 

𝜇8(𝑥) = �̃�8 (ln
𝑥

1−𝑥
) = {

1 −
1.366912−ln

𝑥

1−𝑥

1.0563635
, 0.577019 ≤ 𝑥 ≤ 𝟎. 𝟕𝟗𝟔𝟖𝟖𝟎

1 −
ln

𝑥

1−𝑥
−1.366912

1.0563635
, 𝟎. 𝟕𝟗𝟔𝟖𝟖𝟎 < 𝑥 ≤ 0.918585

        (23)  

 

 

Hence, the possibilistic value that represents the magnitude of the possibility of patient number 8 

with 60 years of age, pre-obsesity according to the BMI category, has a history of hypertension and diabetes 

mellitus, and above normal pulses to suffer from coronary heart disease is 0.796880. The probability value 

obtained from the calculation is at intervals of 0 and 1. By using the midpoint at 0.5, for the possibility value 

less than of 0.5, it will be categorized as a non-CHD patient and for the possibility value more than 0.5, it 

will be categorized as a CHD patient. 
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From the calculation results, the MDM value for the built model is 0.65776 > 0.50 then 𝐻0 Accepted. 

Therefore, fuzzy logistic regression models are good enough to predict coronary heart disease. By identifying 

the prediction results using the confusion matrix, we obtained 80.00% accuracy, 42.85% specificity and 100% 

sensitivity. These numbers indicate that the model built is good enough. 
 
 

4. CONCLUSIONS 

In this study, a fuzzy logistic regression model has been applied to predict the possibility of a person 

suffering from coronary heart disease. This combination of the regression logistic model and the fuzzy logic 

model maximize prediction results that have limitations in data size. The evaluation using the Mean Degree 

of Membership method show that the model built is feasible and good enough to predict coronary heart 

disease. By using the confusion matrix, we found that the model built is good enough with the accuracy of 

the prediction model is 80.00%, a specificity of 42.85% and a sensitivity of 100%. 
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