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1. Introduction 

PT. Perusahaan Listrik Negara (PLN/State-Owned Electricity Company) is a state-owned 
company. PLN is a company engaged in the electricity sector, starting from operating power plants to 
transmitting to people throughout Indonesia. As a state-owned company, service quality must be one 
of the priorities given by companies to the people in Indonesia [1], [2]. Besides the main functions 
and tasks of the Generating and Network Project Implementing Units, they also have duties and 
responsibilities ranging from land acquisition, supervision of the construction period to the completion 
of mass contracts for substation construction projects, transmission lines and generators throughout 
Indonesia as well as establishing relationships with stakeholders and the community [3]. Based on 
roadmap for developing new and renewable energy (EBT) by PLN, there are 512 projects in 2018; 
774 projects in 2019; 1,040 projects in 2020; 1,438 projects in 2021; 996 projects in 2022; 871 projects 
in 2023; 1,299 projects in 2024; 7,323 projects in 2025; 20 projects in 2026; 639 projects in 2027 with 
a total of 14,912 projects [4].  

Due to the large number of projects to be implemented, PT.PLN (Persero) is required to tighten 
the selection of contractors, and supervise the implementation of electricity projects in the future 
[5],[6]. This aims to avoid delays in project completion, as happened in the implementation of the 
power plant development acceleration program. Supervision is necessary to ensure that the 
implementation of organizational or institutional activities runs according to planning and in 
accordance with applicable regulations [7]–[9]. The supervisory process is carried out every week to 
monitor the progress of project work and see any obstacles that occur in the field. In the supervisory 
process, one of the problems faced by the manager is that it is very difficult to know the progress of 
the project because there is no media that facilitates reporting and monitoring of project progress to 
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 One of the problems faced by the state-owned electricity company (PT. 
PLN) in Indonesia is the difficulty of monitoring the progress of an 
ongoing project so that it requires a technology that can help project 
managers in monitoring project implementation. The data in this study 
consisted of 117 Win project data and 89 Lose project data with a total of 
206 data. The system development used extreme programming with 
algorithmic testing, namely the configuration matrix. The result of this 
research showed that the model could produce an accuracy of 92.68% 
with an error percentage of 7.32%, which means that the model produced 
good accuracy in implementing the C4.5 algorithm in recognizing 
patterns of project development. The first implication of the proposed 
approach is that it can establish project work monitoring services. The 
second implication is that project managers can improve company 
performance.  
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find out the next decision to be made. Therefore, the manager also does not know Win (continued) or 
Lose (replaced) information. Project supervision is always carried out every week to find out the 
progress of the project, but there are frequently miscalculations of project work progress. If this 
problem is allowed to continue, project work cannot be completed on time according to the target and 
project follow-up will be hampered. This is because the manager does not know the problems in the 
field quickly and can experience large cost losses. Based onthe existing problems, technology support 
is needed to facilitate monitoring of existing projects because with technology, work will be more 
efficient and effective (Cascio and Montealegre, 2016; Linton and Solomon, 2017).   

Several studies use data mining technology to help companies to improve company performance, 
as was done by [14]–[16]. This study aims to help state-owned companies, especially project 
managers, in monitoring the development of project work to determine the results of the project's 
Win/Lose target. Thus, it can help project managers to solve project monitoring problems which will 
be useful for them in making decisions related to project performance. In this study, the C4.5 algorithm 
will be used to identify patterns of project development classifications. The dataset used in this work 
will be described in Section 2. Section 3 discusses the application of project progress classifications 
and algorithm testing. Finally, this paper is concluded in Section 4. 

2. Method 

This research was conducted to assist project managers in supervising and controlling the project 
being worked on. The research was conducted in Central Sulawesi, Indonesia. The types of data 
needed in this study were divided into 2 (two) categories, namely the primary data that the researcher 
used in this study including project data, the flow of the project inspection and control process, and 
the problems faced by managers in the field. This research was conducted using the Extreme 
Programming software development methodology. Extreme Programming is an approach or software 
development model that aims to simplify various stages in the development process so that it becomes 
more adaptive and flexible[17]. Researchers conducted observations at PLN Central Sulawesi with 
206 project data as samples in this study. The data consisted of 117 Win project data and 89 Lose 
Project data. The algorithm method used in this study wasthe C4.5 algorithm. In general, the C4.5 
algorithm according to[18] is to build a decision tree as follows:  

• Select attributes as root  

• Create a branch for each value  

• Divide cases into branches  

• Repeat the process for each branch until all cases on the branch have the same class  

The C4.5 algorithm is one algorithm that has been widely used[19], especially in the machine 
learning area which has several improvements, including:   

• The C4.5 algorithm calculates the gain for each attribute and the attribute that has the highest 
value will be selected as a node. The use of this gain improves the weakness of the ID3 which 
uses information gain.  

• Pruning can be done at the time of tree construction or when the tree building process is 
complete.  

• Able to handle continuous attribute.  

• Able to handle missing data.  

• Able to generate rules from a tree.  

Entropy is a parameter to measure the level of diversity (heterogeneity) of a data set [20]. The 
greater the entropy value, the greater the diversity of a data set. To calculate entropy, the equation(1) 
was used.  
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𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ −𝑃𝑖 𝑥 𝑙𝑜𝑔2
𝑛
𝑖=1 (𝑃𝑖)  () 

Note:  

S : Case Set 

n : Number of partitions S 

Pi : The propotion of Si to S 

Meanwhile, the formula for entropy in each variable is: 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − 𝛴𝑣𝑉𝑎𝑙𝑢𝑒𝑠 (𝐴)
|𝑆𝑣|

|𝑆|
𝐼(𝑆𝑣) () 

Note : 

A  : Variable 

V  : Possible values for variable A 

|𝑆𝑣|  : Number of Samples for the value v 

|S|  : Number of Samples for all data samples 

Entropy (Sv) : Entropy for a sample that has a value of v 

After calculating the Entropy value, the calculation of the Information Gain value can be seen in 
equation 2. 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) ∑
|𝑆𝑣|

|𝑆|

𝑛
𝑖=1 × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)  () 

Note : 

S : Case Colection 

A : Attribute Data 

n : the number of partitions attribute A 

|𝑆𝑖| : number of cases on the ith partition 

|𝑆| : number of cases in S 

The last stage wastesting. The system testing stage was carried out to find out what errors appeared 
when the application was running and find out whether the system being built was in accordance with 
user needs. The test method used at this stage was a configuration matrix, which contained information 
about the actual and predictive classes provided by the classification system [21]. Furthermore, based 
on descriptive data, the results of the interviews were analyzed and a table of cases was made which 
would serve as the base case in this study. Figure 1 shows the implementation of the model in this 
study  

  

Fig. 1. The Model of Classification System For Project Sustainability  
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3. Results and Discussion 

Comparison of the results of manual calculations and the results of system calculations was carried 
out to obtain class values whether it could be classified properly. Testing was done by comparing the 
contractor surveyor's original data on the development of work and system results. The description of 
the distribution of training data and test data is shown in Table 1. 

Table 1.  Data sharing 

Information  Number of Data  
Total Data  206  

Total WIN Data  117  

Total LOSE Data  89  

Win Train Data (80%)  94  

Lose Training Data (80%)  71  

Win Test Data (20%)  23  

The following are the steps for manual calculations based on the data used by the system. The first 
step taken was counting the number of cases for the classification of achievement, the number of cases 
for the classification of not achieving, the entropy of all cases and cases divided by attribute. After 
that, the gain for each attribute was calculated. The calculation results are shown in the Table. II. The 
total entropy line in Table II is calculated by equation 1 as follows: 

Entropy (Total)  − (−
71

165
∗ 𝑙𝑜𝑔2 (

71

165
)) + (−

94

165
∗  𝑙𝑜𝑔2 (

94

165
))  = 0.9859 

Entropy Project Type 

Entropy (Total,Contruction)  =  (−
66

159
∗ 𝑙𝑜𝑔2 (

66

159
)) + (−

93

165
∗ 𝑙𝑜𝑔2 (

93

165
)) = 0.9791 

Entropy (Total,Maintanance)  =  (−
5

6
∗  𝑙𝑜𝑔2 (

5

6
)) + (−

1

6
 ∗  𝑙𝑜𝑔2 (

1

6
)) = 0.65 

Entropy Work/Day 

Entropy (Total,Match)   =  (−
70

70
∗  𝑙𝑜𝑔2 (

70

70
)) + (−

0

70
 ∗  𝑙𝑜𝑔2 (

0

70
)) = 0 

Entropy (Total, Not Match)   =  (−
1

95
∗  𝑙𝑜𝑔2 (

1

95
)) + (−

94

95
 ∗  𝑙𝑜𝑔2 (

94

95
)) = 0.0843 

Entropy Duration Work 

Entropy (Total > 1 Week)   =  (−
1

95
∗  𝑙𝑜𝑔2 (

1

95
)) + (−

94

95
 ∗  𝑙𝑜𝑔2 (

94

95
)) = 0.0843 

Entropy (Total < 1 Week)   =  (−
70

70
∗  𝑙𝑜𝑔2 (

70

70
)) + (−

0

70
 ∗  𝑙𝑜𝑔2 (

0

70
)) = 0 

Entropy Status 

Entropy (Total,Reached)   =  (−
71

71
∗  𝑙𝑜𝑔2 (

71

71
)) + (−

0

70
 ∗  𝑙𝑜𝑔2 (

0

70
)) = 0 

Entropy (Total,Not Reached)   =  (−
0

94
∗  𝑙𝑜𝑔2 (

0

94
)) + (−

94

94
 ∗  𝑙𝑜𝑔2 (

94

94
)) = 0 

Entropy Follow Up 

Entropy (Total, Continuin Work)  =  (−
68

73
∗  𝑙𝑜𝑔2 (

68

73
)) + (−

5

73
 ∗  𝑙𝑜𝑔2 (

5

73
)) = 0.3603 

Entropy (Total, Solving Problem)  =  (−
3

92
∗  𝑙𝑜𝑔2 (

3

92
)) + (−

89

92
 ∗  𝑙𝑜𝑔2 (

89

92
)) = 0.2073 

Entropy Percentage 
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Entropy (Total, > 50 %)  =  (−
70

70
∗  𝑙𝑜𝑔2 (

70

70
)) + (−

0

70
 ∗  𝑙𝑜𝑔2 (

0

70
)) = 0.2073 

Entropy (Total, < 50 %)  =  (−
1

95
∗  𝑙𝑜𝑔2 (

1

95
)) + (−

94

95
 ∗  𝑙𝑜𝑔2 (

94

95
)) = 0.0843 

Then, the gain calculation was done as follows. 

Gain (Total,Attribute)  𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − ∑
|𝑆𝑖|

|𝑆|
𝑛
𝑖−1 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑛) 

Gain (Total,Project Type)  = 0.9859 − (
159

165
∗ 0) + (

6

165
∗ 0) = 0.0188 

Gain (Total,Work/Day)  = 0.9859 − (
70

165
∗ 0) + (

95

165
∗ 0.0843) = 0.9374 

Gain (Total,Work Duration) = 0.9859 − (
70

165
∗ 0) + (

95

165
∗ 0.0843) = 0.9374 

Gain (Total,Status)   = 0.9859 − (
71

165
∗ 0) + (

94

165
∗ 0) = 0.9859 

Gain (Total,Follow Up)  = 0.9859 − (
73

165
∗ 0.3603) + (

92

165
∗ 0.2073) = 0.7110 

Gain (Total,Percentage)  = 0.9859 − (
70

165
∗ 0) + (

95

165
∗ 0.0843) = 0.9374 

Table 2.  Calculation Node 1 

 Cases Number Win Lose Entropy Gain 

Total 165 71 94 0.9859  

Project Type 

Construction 159  66  93    0.9791  0.0188  

Maintenance 6  5  1  0.65   

Work/Day 

Match 70  70  0  0  0.9374  

Not Match 95  1  94  0.0843   

Work Duration 

> 1 week 95  1  94  0.0843  0.9374  

< 1 week 70  70  0  0   

Status 

Reached 71  71  0  0  0.9859  

Not Reached 94  0  94  0   

Follow Up 

Continuin Work 73  68  5  0.3603  0.7110  

Solving Problem 92  3  89  0.2073   

Percentage 

> 50 % 70  70  0  0  0.9374  

< 50 % 95  1  94  0.0843   

Based on Table 2, the results of the calculation of the 1st node show that the highest gain value is 
Status (0.9859), so the first node or root node is Status. Furthermore, by looking at the contents of the 
Status attribute, there was the value on each side, either the WIN or LOSE value was 0. Here, the 
decision tree making was complete. To find out the accuracy of the test results, confusion matrix was 
calculated so that it can be seen that this system wasable to classify how accurate the test data. The 
confusion matrix calculation can be seen in Table 3. 

Table 3.  Confusion Matrix 

  Classification   

Observation Data  
  

WIN  

WIN  

18  

LOSE  

0  

 LOSE  3  20  
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Recall =
18

18+10
−

18

8
= 1 × 100 = 100% 

Precision =
18

18+10
−

18

8
= 1 × 100 = 100% 

Accuracy =
18+20

18+3+20+0
=

38

41
= 0.9268 × 100% = 92.68% 

Error rate =
0+3

18+3+23+0
=

3

41
= 0.0732 × 100% = 7.32% 

The training data used in this study amounted to 165 data consisting of 71 data classified as Win 
and 94 data classified as Lose. Based on the training data, there were several parameters or information 
used to determine the classification process. These parameters included the project id, project name, 
project type, work/day, work duration, work status, follow-up and percentage. Meanwhile, in the 
multi-class classification form, the input data were classified into several classes. The form of multi-
label classification was basically the same as multi-class where data were grouped into several classes, 
but in multi-label classification, data could be included in several classes at once. The last form of 
classification was hierarchical. Input data were grouped into several classes, however these classes 
couldbe regrouped into simpler classes hierarchically, for example in this study, the direction of 
movement was grouped into 12 directions which indeed could be simplified into 4 directions.   

In performance measurement using confusion matrix, there are 4 (four) terms as a representation 
of the results of the classification process. The four terms are True Positive (TP), True Negative (TN), 
False Positive (FP) and False Negative (FN). True Negative (TN) value is the number of negative data 
detected correctly, while False Positive (FP) is negative data but detected as positive data. Meanwhile, 
True Positive (TP) is positive data that is detected correctly. False Negative (FN) is the opposite of 
True Positive, so the data is positive, but is detected as negative data. The results of the confusion 
matrix calculation using the C4.5 method are shown in Table III with the number of packets detected 
as TrueNegative of 0 data, False-Positive of 20 data, False-Negative of 3 data and True-Positive of 18 
data, yielding an accuracy value of 92.68%, precision 100%, recall 100% and error rate7.32%. The 
accuracy parameter is the percentage of the total data identified and assessed. This means that the 
value generated from the comparison of the data, or whether it is true WIN or LOSE identified, on the 
92.68% data is classified as correct. The recall parameter is the deletion data that was successfully 
retrieved from the data relevant to the query. In binary classification, recall is known as sensitivity. 
The emergence of relevant data that is taken is to agree with the query, whichcan be seen by recall. 
Based onthe test results, it can be concluded that the system can produce an accuracy of 92.68% with 
an error percentage of 7.32%, which means that the system produces good accuracy for the 
implementation of the C4.5 algorithm in recognizing patterns of project development. 

4. Conclusion 

This research is very helpful for companies, especially project managers in knowing the 
development of project work by utilizing the C4.5 algorithm. To test the success of the C4.5 algorithm, 
we used the Confusion Matrix method with the test results obtained by a recall value of 100%, which 
indicates the success rate of the system in the deletion data that was successfully retrieved from data 
relevant to the query. The results of the recall value on the system test are very high, which means that 
the quality of the information displayed during the retrieval is very complete and relevant. 
Additionally,the precision value obtained is 100%, which means that the level of accuracy between 
the information requested by the user and the answer given by the system is 100%. The precision 
value obtained shows that the application is very useful and appropriate for end users in the monitoring 
process. Likewise, the result of testing an accuracy is92.68% with an error percentage of 7.32%, which 
means that the system produces a fairly good accuracy for the implementation of the C4.5 algorithm 
in recognizing patterns of project development. This study has several implications for the company. 
The first implication of the proposed approach is that it can establish project work monitoring services. 
The second implication is that project managers can improve company performance. 
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