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Abstract	
	

Defects	can	cause	significant	software	rework,	delays,	and	high	costs,	to	prevent	
disability	it	must	be	predictable	the	possibility	of	defects.	To	predict	the	disability	the	
metrics	 software	dataset	 is	used.	NASA	MDP	 is	one	of	 the	popular	software	metrics	
used	to	predict	software	defects	by	having	13	datasets	and	is	generally	unbalanced.	
The	reward	in	the	dataset	can	reduce	the	prediction	of	software	defects	because	more	
unbalanced	data	produces	a	majority	 class.	Data	 imbalance	can	be	handled	with	2	
approaches,	 namely	 the	 data	 level	 approach	 technique	 and	 the	 algorithm	 level	
approach	 technique.	 The	 data	 level	 approach	 technique	 aims	 to	 improve	 class	
distribution	by	using	resampling	and	data	synthesis	techniques.	This	research	proposes	
a	 data	 level	 approach	 using	 resampling	 techniques,	 namely	 Random	Oversampling	
(ROS),	 Random	 Undersampling	 (RUS),	 Synthetic	 Minority	 Oversampling	 Technique	
(SMOTE),	Tomek	Link	(TL)	and	One-Sided	Selection	(OSS)	which	are	classified	with	
Naïve	Bayes	was	also	validated	using	10	Fold	Cross-Validation,	then	evaluated	with	
the	Area	Under	ROC	Curve	(AUC).	Prediction	results	based	on	the	dataset	obtained	the	
best	 AUC	 value	 on	 MC2	 with	 a	 value	 of	 0.7277	 using	 the	 Synthetic	 Minority	
Oversampling	Technique	(SMOTE).	Prediction	results	based	on	the	data	level	approach	
technique	obtained	the	best	average	AUC	value	using	Tomek	Link	(TL)	with	a	value	of	
0.62587.	Prediction	results	based	on	the	dataset	obtained	the	best	AUC	value	on	MC2	
with	a	value	of	0.7277	using	the	Synthetic	Minority	Oversampling	Technique	(SMOTE).	
Prediction	 results	 based	 on	 the	 data	 level	 approach	 technique	 obtained	 the	 best	
average	AUC	value	using	Tomek	Link	(TL)	with	a	value	of	0.62587.	Prediction	results	
based	on	the	dataset	obtained	the	best	AUC	value	on	MC2	with	a	value	of	0.7277	using	
the	Synthetic	Minority	Oversampling	Technique	(SMOTE).	Prediction	results	based	on	
the	data	level	approach	technique	obtained	the	best	average	AUC	value	using	Tomek	
Link	(TL)	with	a	value	of	0.62587.	
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1. INTRODUCTION	
Defects	 are	a	major	 contributor	 to	 information	 technology	waste	and	cause	

significant	software	rework,	delays	and	high	costs	[2].	The	highest	potential	defects	
often	occur	at	the	stage	of	coding	the	software,	in	order	to	prevent	disability,	it	must	
be	predictable	the	possibility	of	defects,	for	now	the	prediction	of	software	defects	
focuses	on	 estimating	 the	number	of	 defects	 in	 the	 software,	 finding	defects	 and	
classifying	defects	vulnerable	to	defects	from	software	components	into	vulnerable	
and	non-vulnerable	groups	[14].	

One	effective	methodxfor	predicting	soft	modules	of	prone	to	disability	is	to	
use	 techniques	 Data	 Mining	which	 is	 applied	 to	 the	 Metrics	 software	 collected	
during	the	software	development	process	and	stored	in	a	dataset	[9].	NASA	dataset	
(National	Aeronautics	and	Space	Administration)	which	is	publicly	available	is	a	very	
popular	 software	 metric	 data	 in	 the	 development	 of	 software	 defect	 prediction	
models	[7].	

In	 general,	 software	 quality	 datasets	 are	 unbalanced,	 because	 generally	
software	defects	are	found	in	a	small	percentage	of	software	modules	[13].	If	the	data	
are	not	balanced,	the	prediction	results	will	tend	to	produce	a	majority	class	because	
software	defects	are	a	minority	class,	so	many	defects	are	not	found	[9].	

There	are	two	solutions	to	deal	with	class	imbalance	in	the	data	that	is	using	
data	 level	 approach	 techniques	 and	 algorithm	 techniques	 [15].	 The	 data	 level	
approach	technique	aims	to	improve	class	distribution	by	using	resampling	and	data	
synthesis	 techniques	 [16].	 Three	 resampling	 techniques	 to	 deal	 with	 class	
imbalances	 in	 the	 data	 are	 using	 the	 minor	 class	 oversampling	 approach,	 the	
majority	 class	 undersampling	 approach	 and	 the	 hybrid	 approach	 which	 are	 a	
combination	of	oversampling	and	undersampling	[6].	

The	research	conducted	will	deal	with	imbalances	in	the	NASA	MDP	D	datasetII	
using	 5	 resampling	 techniques,	 namely	 Random	 Oversampling	 (ROS),	 Random	
Undersampling	 (RUS),	 Synthetic	 Minority	 Oversampling	 Technique	 (SMOTE),	
Tomek	Link,	One-Sided	Selection	(OSS)	and	using	Naïve	Bayes	in	its	classification,	to	
find	out	the	evaluation	performance	used	by	AUC	on	each	resampling	technique.	
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2. RESEARCH	METHODS	
	
	

Figure	1.	Research	Flow	

2.1. Data	collection	
In	this	study	the	dataset	used	was	NASA	MDP	DII.	The	NASA	MDP	DII	 is	 the	

result	 of	 the	 original	 NASA	MDP	 preprocessing,	 because	 the	 original	 NASA	MDP	
dataset	contained	noise	data	[13].	NASA	MDP	DII	dataset	used	12,	namely	CM1,	JM1,	
KC1,	KC3,	MC1,	MC2,	MW1,	PC1,	PC2,	PC3,	PC4	and	PC5.	
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Table	1.	NASA	MDP	DII	dataset	specifications	
Dataset	 Attribute	 Amount	of	data	 Number	of	Class	0	 Number	of	Class	

1	
CM1	 38	 327	 285	 42	
JM1	 22	 7782	 6110	 1672	
KC1	 22	 1183	 869	 314	
KC3	 40	 194	 156	 36	
MC1	 39	 1998	 1942	 46	
MC2	 40	 125	 81	 44	
MW1	 38	 253	 226	 27	
PC1	 38	 705	 644	 61	
PC2	 37	 745	 729	 16	
PC3	 38	 1077	 943	 134	
PC4	 38	 1287	 1110	 177	
PC5	 39	 1711	 1240	 471	

	
2.2. Dividing	Dataset	Into	Training	and	Testing	

In	 this	 study	 12	 NASA	 MDP	 DII	 datasets	 will	 be	 divided	 into	 two	 namely	
training	and	testing	with	the	10	Fold	Cross	Validation	method.	The	dataset	will	be	
divided	into	10	data	with	the	same	value,	9	for	training	data	and	1	for	testing	data.	
The	training	data	will	be	the	data	used	in	the	data	level	approach	technique.	

	
2.3. Data	Level	Approach	Techniques	

The	data	level	approach	technique	will	be	used	on	12	NASA	MDP	D	datasetsII	
to	balance	the	data	in	the	dataset.	Data	level	approach	techniques	used	in	this	study	
are	 Random	 Oversampling	 (ROS),	 Random	 Undersampling	 (RUS),	 Synthetic	
Minority	Oversampling	Technique	(SMOTE),	One-Sided	Selection	(OSS)	and	Tomek	
Links	(TL).	
2.3.1 Random	Oversampling	(ROS)	

Random	Oversampling	is	a	resampling	technique	that	uses	minority	classes.	In	
this	study	Random	Oversampling	(ROS)	will	add	minority	classes	to	 improve	and	
balance	data	with	random	techniques	without	deleting	data,	but	adding	minority	
classes	can	cause	replication	of	the	data	and	can	cause	overfitting,	even	though	the	
level	of	accuracy	is	high	[1].	

2.3.2 Random	Undersampling	(RUS)	
In	this	random	undersampling	method	the	majority	class	data	will	be	chosen	

randomly,	 then	 delete	 or	 reduce	 the	 data	 in	 the	majority	 class.	 This	 process	will	
continue	to	be	repeated	until	the	amount	of	majority	class	data	is	equal	to	the	amount	
of	minority	class	data,	by	reducing	class	data	can	balance	data	and	increase	run	time,	
but	by	reducing	data	in	the	class	can	delete	important	information	contained	in	the	
majority	data	class	that	is	deleted	[5].	

	
2.3.3 Synthetic	Minority	Oversampling	Technique	(SMOTE)	

Synthetic	 Minority	 Oversampling	 Technique	 (SMOTE)	 is	 an	 oversampling	
method	that	handles	imbalances	by	making	samples	of	synthetic	data,	synthetic	data	
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is	created	by	interpolation	between	several	examples	of	minority	classes	that	are	in	
an	adjacent	environment	[5].	This	method	has	limitations	to	some	extent	because	
the	sample	data	is	synthesized	only	among	examples	of	adjacent	minority	classes.	
So	this	method	cannot	show	complete	data	distribution	[16].	

	
2.3.4 One-Sided	Selection	(OSS)	

One-Sided	Selection	(OSS)	 is	an	undersampling	method	 that	only	stores	 the	
most	representative	data	from	the	majority	class.	To	select	the	data	OSS	will	 first	
select	one	sample	data	×	from	the	majority	class	randomly	later,	using	sample	data	
from	the	minority	class	and	×	as	 training	data,	OSS	uses	the	k-Nearest	Neighbors	
(KNN)	algorithm	with	k	=	1	 for	 classifying	 the	 remaining	data	 from	 the	majority	
class.	 Data	 that	 is	 classified	 correctly	 will	 be	 excluded	 from	 the	 majority	 class	
because	it	is	considered	excessive	[4].	

One-Sided	 Selection	 is	 a	method	 that	 integrates	with	 Tomek	 Link	 (TL)	 and	
Condensed	Nearest	Neighbor	Rule	(CNN).	In	the	process	Tomek	Link	will	remove	
data	boundaries	and	deviations	from	the	majority	class,	then	OSS	will	use	CNN	to	
delete	some	examples	of	majority	class	data	that	are	far	from	the	search	boundary.	
Finally,	 OSS	 combines	 the	 minority	 class	 with	 the	 remaining	 majority	 class	
examples,	thus	the	OSS	creates	a	balanced	dataset	[8].	

	
2.3.5 Tomek	Links	(TL)	

Tomek	Links	is	one	of	the	most	commonly	used	undersampling	methods,	unlike	
other	undersampling	methods	Tomek	Link	will	erase	most	of	the	majority	class	data	
to	 produce	 a	 nearly	 balanced	 subset	 [11].	 Tomek	 Link	will	 only	 delete	 data	 that	
overlaps	with	other	data	that	is	labeled	differently,	the	data	will	be	considered	as	
data	deviation.	The	main	idea	of	Tomek	Link	is	to	find	overlapping	data	to	calculate	
Neighbor	Pairs,	 for	 example	 ×	 I	 and	×	 J	 if	 the	 two	 are	 close	 together	 in	 terms	 of	
distance,	think	of	it	as	Euclidean	distance,	the	two	data	are	Tomek	Link,	if	the	class	
label	of	Tomek	Link	is	different,	then	we	can	delete	majority	or	minority	class	data,	
or	both	[11].	

	
2.4. Data	Classification	

The	results	of	balancing	12	NASA	MDP	DII	datasets	using	data	level	approach	
techniques	will	be	classified	using	the	Naïve	Bayes	method.	Naïve	Bayes	itself	is	the	
algorithm	 most	 widely	 used	 in	 classification	 problems	 because	 its	 simplicity,	
effectiveness,	and	robustness	are	very	suitable	for	many	learning	scenarios,	such	as	
image	classification,	cheating	analysis,	web	mining,	and	text	classification	[3].	The	
purpose	of	this	classification	is	to	predict	defects	that	exist	in	software	based	on	data	
that	has	been	processed	before.	 In	 the	 classification	phase	validation	will	 also	be	
used	 Cross	 Validation	with	 the	 number	 fold	 =	 10.	 By	 using	 Cross	 Validation	 can	
improve	the	accuracy	of	the	measurement	results	because	it	reduces	the	likelihood	
of	inconsistent	data	in	the	prediction	stage.	
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2.5. Evaluation	with	Area	Under	ROC	Curve	(AUC)	
Prediction	 results	 from	 12	 NASA	 MDP	 dataset	 DII	 will	 be	 evaluated	 for	

performance	using	the	Area	Under	ROC	Curve	(AUC).	AUC	is	a	popular	measure	of	
performance	in	class	imbalances,	high	AUC	values	indicate	better	performance	[10].	
AUC	 is	 calculated	based	on	 the	approximate	mean	of	 trapezoidal	 shape	 fields	 for	
curves	formed	by	TPrate	and	Fprate	[12].	AUC	can	be	formulated	with	the	following	
equation:	

	
𝐴𝑈𝐶	=	1	+	𝑇𝑃𝑟𝑎𝑡𝑒-	𝐹𝑃𝑟𝑎𝑡𝑒……………………………………	(1)	

2	
	

The	purpose	of	the	AUC	is	to	get	the	performance	results	from	the	classification	
algorithm	so	each	classification	prediction	result	will	be	evaluated	with	AUC	to	find	
out	its	performance.	The	general	guidelines	used	for	the	classification	of	AUC	values	
are	as	follows	

Table	2.	General	Guidelines	for	Area	Under	ROC	Curve	(AUC)	

 	
	

After	knowing	the	results	of	the	AUC	performance	evaluation	on	12	NASA	MDP	
dataset	 DII	 will	 be	 compared	 with	 each	 other	 to	 find	 out	 the	 highest	 AUC	
performance	value.	

	
3. RESULTS	AND	DISCUSSION	
3.1. Results	
3.1.1 Prediction	Results	Based	on	NASA	MDP	Dataset	DII	

Table	3.	AUC	Performance	Results	on	12	NASA	MDP	DII	dataset	
AUC	Performance	Results	on	12	

NASA	MDP	Datasets	DII	
 CM1	 JM1	 KC1	 KC3	 MC1	 MC2	 MW1	 PC1	 PC2	 PC3	 PC4	 PC5	 Score	

flat	
Original	 0.5989	 0.6466	 .6319	 0.6583	 0.5348	 0.7106	 0.5985	 0.6336	 0.5151	 0.5412	 0.7229	 .6774	 0.62248	

ROS	 0.581	 0.6473	 0.6254	 0.6589	 0.5264	 0.6947	 0.5939	 0.622	 0.5087	 0.5391	 .6987	 .6877	 0.61532	

RUS	 0.5922	 0.6458	 0.6201	 0.6508	 0.5179	 .705	 0.601	 0.5999	 0.5269	 0.5556	 .6663	 0.6674	 0.61241	

SMOTE	 0.5871	 0.6443	 0.6233	 0.6406	 0.5265	 0.7277	 0.596	 0.6012	 0.5226	 0.5208	 .6713	 .674	 0.61128	

OSS	 0.6079	 0.6483	 0.62	 0.6525	 0.5343	 0.6947	 0.5939	 0.6264	 0.5048	 0.541	 0.7165	 0.6807	 0.61842	

TOMEK	
LINK	

0.6165	 0.6483	 0.619	 0.6567	 0.5322	 0.68	 0.68	 0.6242	 0.5151	 0.5446	 0.7144	 .6794	 0.62587	

	
	
	 	

0.90	-	1.00	 Excellent	Classification	
0.80	-	0.90	 Good	Classification	

0.70	-	0.80	 Fair	Classification	
0.60	-	0.70	 Poor	Classification	
0.50	-	0.60	 Failure	
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Figure	1.	Graph	of	AUC	Performance	Results	on	12	NASA	MDP	DII	dataset	
	
In	this	study	performance	evaluations	have	been	performed	using	AUC	level	

data	approach	 techniques	 in	each	NASA	MDP	DII	dataset.	The	 results	of	 the	AUC	
performance	in	each	dataset	can	be	seen	in	table	3	and	the	AUC	performance	results	
graph	can	be	seen	in	Figure	1.	The	highest	AUC	performance	results	based	on	the	
dataset	are	on	MC2	with	a	performance	value	of	0.7277	using	Synthetic	Minority	
Oversampling	Technique	(SMOTE)	and	included	in	the	Fair	Classification	while	for	
the	AUC	performance	value	based	on	the	lowest	dataset	is	at	PC2	of	0.5048	using	the	
One-Sided	Selection	included	Failure.	

	
3.1.2 Prediction	Results	Based	on	Data	Level	Approach	Techniques	
	

	
	

Figure	2.	Average	Graph	of	AUC	Performance	Results	in	Data	Level	Approach	Techniques.	
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In	this	study	performance	evaluations	have	been	performed	using	AUC	level	
data	approach	 techniques	 in	each	NASA	MDP	DII	dataset.	The	 results	of	 the	AUC	
performance	in	each	dataset	can	be	seen	in	table	3	and	the	average	graph	of	the	AUC	
performance	in	the	data	level	approach	can	be	seen	in	Figure	2.	

Based	on	the	results	of	the	AUC	performance	in	table	3	and	the	average	graph	
of	the	AUC	values	in	Figure	2	it	can	be	concluded	that	the	highest	average	value	of	
the	AUC	performance	results	 is	 in	Tomek	Link	with	a	value	of	0.62587	while	 the	
lowest	 average	 values	 of	 the	 AUC	 performance	 results	 are	 in	 Synthetic	Minority	
Oversampling	Technique	(SMOTE)	with	a	value	of	0.61128.	

	
3.2. DISCUSSION	

In	some	Tomek	Link	datasets	have	high	AUC	performance	values	such	as	 in	
CM1,	JM1	and	MW1	datasets,	it	can	be	seen	from	table	3	and	the	AUC	performance	
results	graph	in	Figure	1,	although	not	always	the	highest	but	the	Tomek	Link	AUC	
performance	values	can	offset	the	highest	AUC	performance	values	obtained	by	the	
data	level	approach	technique.	

In	 this	 study	 Tomek	 Link	 does	 not	 delete	 too	much	majority	 class	 data	 to	
balance	 the	 data,	 compared	 to	 other	 data	 level	 approach	 techniques	 that	 are	
included	 in	 other	 undersampling	 methods	 in	 this	 study	 such	 as	 Random	
Undersampling	(RUS)	and	One-Sided	Selection	(OSS).	If	too	much	deleting	or	reducing	
data	in	the	majority	class	can	eliminate	important	information	in	the	majority	data	class	and	
loss	of	important	information	in	the	majority	data	class	can	affect	the	results	of	predictions.	

Tomek	 Link	 different	 from	 Random	 Oversampling	 (ROS)	 and	 Synthetic	
Minority	Oversampling	Technique	(SMOTE)	which	are	included	in	the	oversampling	
method.	 Oversampling	 itself	 is	 a	 resampling	 technique	 that	 uses	 minority	 data	
classes,	by	adding	or	duplicating	majority	data	classes.	If	too	many	add	or	duplicate	
the	majority	of	data	classes	can	cause	overfitting	and	affect	the	results	of	predictions.	

	
4. CONCLUSION	

From	the	results	and	discussion	of	the	research	that	has	been	done,	it	can	be	
concluded	that	the	results	of	 the	study	that	show	predictions	based	on	data	 level	
approach	 techniques	 that	 have	 the	 highest	 average	 AUC	 performance	 value	 are	
Tomek	Link	with	a	value	of	0.62587	higher	than	the	average	value	of	the	data	level	
approach	technique.	such	as	Random	Oversampling	(ROS)	with	an	average	value	of	
AUC	performance	of	0.61532,	Random	Undersampling	(RUS)	with	an	average	value	
of	 AUC	 performance	 of	 0.61241,	 Synthetic	 Minority	 Oversampling	 Technique	
(SMOTE)	 with	 an	 average	 value	 of	 AUC	 performance	 of	 0.61128	 and	 One-Sided	
Selection	(OSS)	with	an	average	AUC	performance	value	of	0.61842.	Although	not	
always	the	highest,	the	AUC	Tomek	Link	performance	value	can	offset	the	highest	
AUC	 performance	 value	 in	 each	 dataset	 obtained	 by	 other	 data	 level	 approach	
techniques.	

Can	also	be	seen	predictions	based	on	12	NASA	MDP	dataset	DII	shows	that	the	
best	 AUC	 performance	 value	 on	 the	 MC2	 set	 of	 0.7277	 is	 included	 in	 the	 Fair	
Classification	 using	 the	 Synthetic	 Minority	 Oversampling	 Technique	 (SMOTE)	
method.	
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