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ABSTRACT 

 

Brainly is a question and answer (Q&A) site that students can use as a media for questions and answers. 

Students can also use Brainly to find and share educational information that helps students solve their homework 

problems. In Brainly, users can answer questions according to their interests. However, it could be that the interest 

is not necessarily following the competencies possessed. It causes many answers to the questions given not to have 

a high rating because the answers given are of low quality to be prioritized as the main answer. This study aims to 

apply the K-Means and Agglomerative Clustering methods to segment users based on the reputation of the 

answerers by conducting clustering based on track records in answering questions on mathematics subjects. This 

study used the number of the brightest scores and the number of answers that did not get a rating as the basic 

features for clustering. The comparison between the two methods used is based on the Silhouette Score, 

representing the quality of the clustering results, calculated by applying the Silhouette Coefficient method. This 

study result indicates that the K-Means method gives better results than the Agglomerative Clustering. The 

Silhouette Score generated by the K-Means method is higher at 0.9081 than the Agglomerative Clustering method, 

which is 0.8990, which produces two clusters or two segments.  
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INTRODUCTION 

 

Question and answer (Q&A) sites have 

developed into one of the significant sources of 

information and knowledge emerging from 

Internet-mediated social practices [1]. Users can 

publish questions, provide answers and 

comments, and discuss with other users [2]. 

Even today, question and answer sites have 

developed into one of the components of 

educational resources that appear to support the 

student learning process [3], [4] which students 

can use to find and share academic information. 

Moreover, the question and answer sites are 

web-based to be accessed by students online to 

support the online learning process, especially 

during the current COVID-19 pandemic [5]. 

In the last few years, research on question 

and answer sites has been conducted several 

times. A study [1] aimed to identify user criteria 

and data-based features, both textual and non-

textual, to assess the quality of answers 

published on the question and answer sites. One 

of the identification processes was done by 

observing how important user features are and 

the emphasis on answering expertise. Identifying 

relationships or gaps between user quality 

criteria and data features across knowledge 

domains can help better understand user 

evaluation behavior for their preferred answers 

and response quality evaluations. A study [6] 

aimed to identify essential indicators and 

improve the quality of solutions on the question 

and answer sites. The analysis results showed 

that several important factors affect the quality 

of answers, which could be used as indicators to 

improve the quality of solutions and guide the 

publication of more high-quality answers. 

Brainly is a question and answer site that 

students can use as a medium to ask and answer 

questions about school subjects [4]. Brainly is 

designed to use for students to find and share 

educational information that helps students solve 

their homework problems [7]. Students and even 

parents can use the site to ask questions related 

to their children's homework. Questions that 
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have been published can be answered by all 

users, whether students, material experts, or 

professional educators who master related fields. 

Brainly has also implemented gamification 

elements in the form of points and rankings to 

motivate users to be more actively involved in 

the community formed on the site. 

In Brainly, each user has a particular 

interest in a specific subject. These users can 

answer questions according to their interests. 

However, it could be that the interest is not 

necessarily following the competencies 

possessed. It causes many answers to the 

questions given not to have a high rating. 

Answers with a low rating are indicated as 

answers that lack quality to be prioritized as the 

main answer. For this reason, the questioner 

needs to know the reputation of the answerer's 

profile on a particular subject, whether the 

answerer masters that subject. 

Based on these problems, this study aimed 

to apply data mining methods to segment users 

based on the reputation of the answerers. We 

conducted clustering based on track records in 

answering questions on specific subjects to be 

used as a basis for users who ask questions to 

prioritize or not answers that come from that 

user. This study applied several data mining 

methods to cluster data as the basis for grouping 

user data. The clustering process aimed to form 

a cluster of users who answer based on the 

number of the brightest scores and the number of 

answers that do not get a rating on specific 

subjects. 

Various studies have been conducted to 

improve the quality of the answers published on 

the Q&A site and improve the service to Q&A 

site users, especially Brainly. A study [8] aimed 

to identify how a Q&A site can enhance the 

quality of answers where one of the case studies 

is Brainly. The study conveyed that Brainly tried 

to maintain high-quality answers by recruiting 

moderators to participate massively in removing 

inappropriate questions. Only experienced users, 

such as moderators, are allowed to delete 

answers. If the answers are incomplete, 

incorrect, irrelevant, or spam, they probably will 

be deleted. Most of the answers were removed 

(30%) to keep the high site quality. A study was 

also conducted by [9] aimed to improve Brainly's 

features related to speed and accuracy of 

answers. The study proposes a model to help 

users get faster and more precise answers by 

forming student clusters. Student clusters are 

created based on a list of the brightest students 

each day, interest in the subject, and activeness 

in answering questions. 

Based on the literature study described 

previously, research related to the application of 

data mining methods to determine the reputation 

of answering questions based on track records in 

answering questions on specific subjects has 

never been done by previous research. This study 

implemented several data mining methods to 

cluster data as the basis for grouping Brainly user 

data, including the K-Means and Agglomerative 

Clustering methods. It aimed to find out which 

way produces the best cluster quality. The 

agglomerative clustering method consists of 

several approaches, namely Single, Complete, 

and Average Linkage, which we would choose 

the best approaches from them and then 

compared with the results of clustering using the 

K-means method. 

The K-Means method is one of the 

popular clustering methods used by several 

previous researchers, especially in the field of 

education [10]–[13]. The agglomerative 

clustering method has also been used to cluster 

data in several previous studies [14]–[16], which 

has better performance and accuracy than the K-

Means method in particular case studies [17]. 

METHODS 

 

This study consists of several stages: data 

collection, program design & implementation, 

and evaluation of the quality of clustering results 

as a basis for comparison.  

A. Data Collection 

In this study, the user's answering profile 

data collection was carried out by utilizing one 

of the web data extraction techniques called web 
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scraping. We could use this method to extract 

data from web pages [18]. The stages of the 

extraction process using this method consisted of 

analyzing web data structures and making crawl 

engines to parse HTML and XML documents 

[19] from Brainly web pages. After that, we used 

the user profile data from the results of this 

process for the clustering process. 

B. Program Design and Implementation 

At this stage, the program design and 

implementation were carried out. The data 

clustering program in this study consisted of 

several processes. The initial process is to filter 

the data by identifying the user profile data to 

answer questions on a subject on the Brainly 

platform only to get the needed data. We used 

the data from the filtering process for the 

clustering process using the K-Means and 

Agglomerative Clustering methods. As 

previously explained, the Agglomerative 

Clustering method consists of several 

approaches, namely single, complete, and 

average linkage. We would choose the best 

approaches from them. After that, we compared 

it with the results of clustering using the K-

means method. 

 The results of the clustering process will 

produce users who have the type of answerer 

who has similar achievements. From the group 

of respondents who have identical achievements, 

users with the level of achievement of answers 

to questions that are less qualified can be 

identified. Therefore, we would know their 

reputation. In general, the sequence of the data 

clustering process in this study can be seen in 

Figure 1 Starting from the acquisition of user 

profile data (answering questions) through 

Brainly site. Data of user profile proceed to the 

data filtering stage, it process determines the 

cluster parameters to be used. The results of the 

parameterized data can then be forwarded to the 

clustering stage so as to produce user cluster 

groups. The results of the clustering are used to 

validate the optimal number of clusters to be 

applied. 

Clustering is the process of grouping data 

into several groups so that objects in one group 

have many similarities and have many 

differences with objects in other groups [20]. 

The K-Means method is a clustering method that 

functions to group N objects into K classes based 

on distance from the cluster to group objects that 

are almost the same as a particular area [21]. The 

K-Menas method is one of the data mining 

methods used to cluster data. The K-Means 

method is a cluster analysis method that leads to 

partition N objects of observation into K clusters 

(clusters) where each object of observation 

belongs to a cluster with the closest mean or 

average value [22].  

 

Figure 1. Program Design 

In general, the K-Means method is 

carried out through several stages as follows 

[23]: (1) Determination of the number of 

clusters; (2) Determination of the cluster center 

(centroid) randomly according to the number 

of clusters that have been determined; (3) 

Determination of clusters of each data based on 

the proximity value between the data and the 

cluster center; (4) Calculate the latest cluster 

center from the data in each cluster by finding 

the average value; (5) Determination of each 
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data cluster based on the proximity value 

between the data and the new cluster center; (6) 

Repeat step 4 until no data moves cluster. 

The calculation of K-Means is obtained 

from (1) [21], 

𝑑(𝑥𝑗 , 𝑐𝑗) =  √∑ (𝑥𝑗 − 𝑐𝑗)
2𝑛

𝑗=1          (1) 

where: 

d : distance 

n : number of objects 

j : (starting from 1 to n) 

x_j : feature object j to x 

c_j : centroid feature to j 

The agglomerative clustering method is a 

method of data clustering by grouping data 

objects into a bottom-up hierarchical group [24]. 

This method begins by considering every single 

object that exists as a cluster and then iteratively 

combines them to form larger clusters. This 

method has several approaches, namely Single, 

Complete, and Average Linkage. 

The single linkage approach is a clustering 

procedure based on the smallest distance 

between objects. This grouping algorithm begins 

by selecting the smallest distance in the matrix D 

= {𝑑𝑖𝑗}, then combining the corresponding 

objects such as P and Q to obtain a cluster (PQ). 

The next step is to find the distance between 

(PQ) and other clusters, for example, R so that it 

can be written as in (2) [25] where 𝑑RP is the 

distance of the closest neighbors from clusters R 

and then P and dRQ is the distance of the closest 

neighbors from clusters R and Q. 

𝑑(𝑅, 𝑃 + 𝑄) = min {𝑑(𝑅, 𝑃), 𝑑(𝑅, 𝑄)}     (2) 

The complete linkage approach is a 

clustering procedure based on the greatest 

distance between objects. This clustering 

algorithm begins by selecting the largest 

distance in the matrix D = {𝑑𝑖𝑗}, then combining 

the corresponding objects such as P and Q to 

obtain a cluster  (PQ). The next step is to find the 

distance between (PQ) and other clusters, for 

example, R so that it can be written as in (3) [25] 

𝑑RP is the distance of the farthest neighbor from 

clusters R dan then P and dRQ is the distance of 

the farthest neighbor from clusters R and Q. 

𝑑(𝑅, 𝑃 + 𝑄) = max{𝑑(𝑅, 𝑃), 𝑑(𝑅, 𝑄)}     (3) 

The average linkage approach is a centralized 

grouping procedure based on the average 

between objects. The average linkage algorithm 

begins by defining a matrix D = {𝑑𝑖𝑗} to obtain 

the closest object, for example, P and Q, then 

these objects are combined into clusters  (PQ). 

Then the distance between (PQ) and other 

clusters R so that it can be written as in (4) [25] 

where 𝑛𝑃 is the number of members in cluster P 

and 𝑛𝑄  is the number of members in cluster Q. 

𝑑(𝑅, 𝑃 + 𝑄) =
𝑛𝑃 𝑑(𝑅,𝑃)+ 𝑛𝑄 𝑑(𝑅,𝑄)

𝑛𝑃+ 𝑛𝑄
     (4) 

The next stage is implementation. At this 

stage, the program code is made according to the 

program design made in the previous stage. The 

programming language used to create programs 

is the Python programming language. This 

research also utilizes several libraries in the 

Python programming language, including the 

Numpy, Pandas, Scikit-learn, and Matplotlib 

libraries. 

C. Evaluation of Clustering Results 

In this study, the evaluation of cluster 

quality from the clustering results using the K-

Means method and Agglomerative Clustering 

was carried out using the Silhouette Coefficient 

method. It was done by averaging the distance 

between an object and all other objects in the 

cluster and the minimum average distance from 

an object to all other clusters [23]. If the 

Silhouette Score value of 0 is close to 1, then the 

cluster containing the objects is very dense, and 

the objects are far apart from other clusters, 

which shows the better quality of the cluster. On 

the other hand, if the Silhouette Score of 0 is 

close to -1, it means that the cluster that contains 

objects is not dense, and the object is very close 

to other clusters, which shows that the quality of 

the cluster is getting worse [26]. 
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RESULT AND DISCUSSION 

 

This study will discuss the comparison of 

clustering results using the K-Means and 

Agglomerative Clustering methods (single 

linkage, complete linkage, and average linkage) 

to determine the reputation of the answerers on 

the Brainly platform. In this study, users profile 

data was obtained by utilizing one of the web 

data extraction techniques called web scraping, 

which is a technique to extract data from the 

Brainly web page automatically. As a sample, 

the user's profile data used is user profile data 

based on mathematics. From this data collection 

process, 852 data were obtained where the data 

consisted of many features such as user names, 

joining dates, etc.   

In this study, the features used as the basis 

for clustering were the number of the smartest 

scores and the number of answers that did not get 

a rating in mathematics. This feature is based on 

the answerer's historical rating profile, which 

other users can normally rate [27]. Through this, 

a data filtering process is carried out to delete 

data based on features that are not used. The 

results of data filtering in this study are shown in 

Table 1. 

Table 1. Users Profile Data 

No. Username 
Smartest 

Total 

Total 

Answer 

With No 

Rating 

1. DB45 4320 19950 

2. Takamori37 2280 7221 

3. 5dregensleyer 2252 13669 

4. newwiguna 1926 9602 

5. whongaliem 1649 7448 

6. tribeking22 1553 10217 

7. Kilos 1429 6910 

..... 

848. nuris99 0 4 

849. Smartgirl06 0 1 

850. riaamriani 0 5 

851. crsh23 0 7 

852. khoulahikhsan 0 5 

After data filtering was carried out, the 

process towards the clustering stage could be 

carried out using a predetermined method. 

Before completing the clustering stage using 

each method, looked for the optimal number of 

suitable clusters for 852 data with the two 

previously mentioned features. The search for 

the optimal number of clusters was carried out 

by applying the Silhouette Coefficient method to 

calculate using the Silhouette Score method by 

conducting nine experiments, ranging from 2 to 

10 clusters.  

Based on the experiment of the data 

clustering process using the K-Means method, 

the results obtained are shown in Figure 2. We 

tested the optimal number of clusters nine times 

with cluster variations ranging from 2, 3, 4, 5, 6, 

7, 8, 9, 10. Of the nine tests, the optimal number 

of clusters was 2 clusters. 

 
Figure 2. Silhouette Score of K-Means 

Based on the data clustering process 

experiment using the Agglomerative Clustering 

method, each approach obtained results shown in 

Figure 3, Figure 4, and Figure 5. The optimal 

number of clusters was tested nine times with a 

varying number of clusters. From the results of 

the tests carried out, the optimal number of 

clusters is 3 clusters for the Single Linkage 

approach and 2 clusters for the Complete and 

Average Linkage approaches. The experiment, 

of course, used the same amount of Brainly 

platform user data so that it can be seen that the 

optimal cluster value in the Agglomerative 

Clustering method is 2 clusters.  
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Figure 3. Silhouette Score of Agglomerative 

Clustering (Single Linkage) 

 
Figure 4. Silhouette Score of Agglomerative 

Clustering (Complete Linkage) 

 
Figure 5. Silhouette Score of Agglomerative 

Clustering (Average Linkage) 

In more detail, the comparison of the 

Silhouette Score values from the clustering 

results using the predetermined method is shown 

in Table 2. 

Table 2. Silhouette Score Comparison 

NC KM SL CL AL 

2 0.9081 0.5233 0.8791 0.8990 

3 0.8658 0.8810 0.8709 0.8810 

4 0.8452 0.8642 0.8767 0.8610 

5 0.7793 0.8456 0.8212 0.8476 

6 0.7773 0.8444 0.7975 0.8472 

7 0.7768 0.8267 0.7946 0.8326 

8 0.7533 0.8265 0.7980 0.8262 

9 0.7532 0.8277 0.7956 0.8214 

In Table 2, there are five attributes, 

namely The Number of Clusters (NC), 

Silhouette Score of K-Means (KM), Silhouette 

Score of Agglomerative Clustering with Single 

Linkage (SL) approach, Silhouette Score of 

Agglomerative Clustering with Complete 

Linkage CL approach), and Silhouette Score of 

Agglomerative Clustering with Average 

Linkage (AL) approach. 

Based on the results, the Average Linkage 

approach has the highest result compared to the 

two approaches in the other Agglomerative 

Clustering method. It was a score of 0.8990. 

Therefore, we used the Agglomerative 

Clustering method with the Average Linkage 

approach and compared it with the K-Means 

method. Based on Table 2, it can be seen that the 

results of clustering with the K-Means method 

get a score of 0.9081. These results are better 

when compared to the results of clustering using 

the Agglomerative Clustering method.  

The results of determining the most 

optimal number of clusters from the K-Means 

method with the Agglomerative Clustering 

method with the Average Linkage approach are 

the same, namely the number of two clusters. 

The clustering process was carried out with two 

clusters for mathematics subjects to take a 

deeper look at the clustering results with the two 

methods. The results of the clustering process 

with the two methods are shown in Figure 6 and 

Figure 7. 
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Figure 6. The result of clustering process 

Agglomerative Clustering (Average Linkage) 

Based on Figure 6 and Figure 7, it can be 

seen that the blue color is the first cluster, and the 

green color is the second cluster. Although the 

Silhouette Score of the two methods is only 

slightly different, if viewed in more detail, the 

results of the clustering process using the K-

Means method are much better than the 

Agglomerative Clustering method with Average 

Linkage approach. It can be seen from the results 

of the distribution of data from each cluster. 

 
Figure 7. The result of clustering process K-Means 

 

CONCLUSION 
 

Based on the results of the comparison of 

methods that have been carried out, it can be 

concluded that the application of the K-Means 

Method for clustering user profile data is the best 

choice. This choice was based on testing using 

the Silhouette Coefficient method, which gave 

better results, namely 0.9081 compared to using 

the Agglomerative Clustering method with the 

Single Linkage approach getting results of 

0.8810, Complete Linkage 0.8791, and Average 

Linkage 0.8990. Through clustering using the K-

Means method, problems in grouping the 

reputation can be resolved more accurately. The 

optimal value of 0.9081 was obtained from 2 

cluster numbers using the K-Means method. 
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