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History of the article: 

Red Onion or the Latin name Allium Cepa is included in the group of vegetable 

plants that are needed by the public for food needs. Red Onions are one of the 

seasonal crops so their availability can change in the market which causes price 

instability due to a lack of supply of production by several factors: 1) not yet it's 

harvest time, 2) crop attacked disease pests and fungi, and 3) weather factor. 
Therefore, a study is needed to predict red onion prices, so that it can be used as 

information for the government to stabilize red onion prices. The method used in 

this study is CRISP-DM and the Extreme Gradient Boosting algorithm to predict 

the price of red onions by taking data samples from Tegal and Pati Cities. The 
results of this study are that the Extreme Gradient Boosting algorithm is able to 

produce Tegal District Root Mean Square Error (RMSE) values of 5107.97% and 

Mean Absolute Percentage Error (MAPE) values of 0.17%. For prediction results 

with Pati Regency data samples, it produces a Root Mean Square Error (RMSE) 
value of 6049.74% and a Mean Absolute Percentage Error (MAPE) of 0.17%. 
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Introduction 

 

Indonesia is an agricultural country that is rich in various types of natural resources, so it is known as a 

developed country in the agricultural sector. The agricultural sector in Indonesia is very important because it 

is a resource that helps the existing economy. One of the agricultural sub-sectors that has the most important 

role in horticulture. Where horticultural plants are one group of plants consisting of vegetables, ornamental 

plants, etc. One type of horticultural plant is the red onion. Red onions have the Latin name Allium Cepa which 

is included in the group of vegetable plants that are needed by the community for food needs. Until now, the 

need for red onions in Indonesia continues to increase from year to year due to several factors(Rizaty, 2021). 

Figure 1 : Production of Red Onion(Rizaty, 2021) 
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Badan Pusat Statistik (BPS) reports that red onion production in Indonesia in 2021 will increase to 2 

million/ton, which is an increase of 10.4% from the previous year of 18.1 million/ton which can be seen in 

figure 1(Rizaty, 2021). This is due to population growth and the increasing food needs of the people in 

Indonesia. According to Central Java Province, which is the center of the largest red onion in Indonesia with 

production reaching 564,255 tons, this amount is equivalent to 28.1% of the total national production(Rizaty, 

2021). The red onion-producing areas in Central Java include Brebes, Tegal, Boyolali, Demak, Kendal, 

Temanggung, and Pati. 

Red onions are seasonal crops so their availability can change in the market causing price 

instability(Saumyamala et al., 2019)(Widiyaningtyas et al., 2020). Then, due to demand is quite large, mades 

Indonesian Government imposes import on red onions which mades the onion price become unstable during 

the harvest season(Andono et al., 2022). Moreover, the lack of supply of production results is caused by several 

factors such as: 1) it is not yet time for harvesting, 2) plants are attacked by pests and fungi, 3) weather 

factors(Et. al., 2021)(Hasan et al., 2020). This situation greatly affects the reduced supply of red onions in the 

market. This situation had a significant impact on the decline in the supply of red onions in the market. It is 

very important to predict the price of red onions to overcome the surge in the selling price of red onions that 

can occur at any time in the market due to the limited production of red onions at harvest time(Afridar et al., 

2023). 

The prediction of red onion prices is carried out with the hope that the prediction results can be used 

as input for relevant agencies in making policies to maintain the stability of red onion prices in the 

market(Ahmad et al., 2021)(R et al., 2020)(Triswanda et al., 2020)(Wihartiko et al., 2021). In addition, the 

prediction results can also be used by farmers as an illustration of future prices and determining the timing of 

planting so as not to experience losses at harvest which helped the SMES in selling the commodities(Iswari 

et al., 2021)(Madaan et al., 2019). 

Research on price predictions has previously been done, such as in research of red onions prices prediction 

using KKN Regressor where the KNN algorithm succeeded in producing an accuracy of 91.67%(Virdaus & 

Prasetyaningrum, 2020). The study "Extreme gradient boosting (XGBoost) method in making forecasting 

application and analysis of USD exchange rates against rupiah" resulted in RMSE and MAPE when modeling 

was 6.61374% and 3.95485% while at the time of testing the RMSE model was 0.23577 % and MAPE is 

0.11643%(Islam et al., 2021). The research "Prediction of stock price direction using a hybrid GA-XGBoost 

algorithm with a three-stage feature engineering process" resulted in an actual data accuracy value of 60.49% 

and an increase of 93.28% based on the prediction data results(Yun et al., 2021). This proves that the XGBoost 

modeling process can optimize the accuracy value. Therefore, this study will apply the Extreme gradient 

boosting (XGBoost) Algorithm for red onions price prediction. From the results of this prediction, later 

evaluation in planning the production of red onions in the future with a better accuracy value. 

 

Methods 

 

In this study, the data used is onion price data from 2018-2021 which includes districts, dates, and prices. 

And the method used in this study is the Extreme gradient boosting (XGBoost) algorithm. The stages in this 

study using CRISP-DM method(Pete Chapman et al, 2000). In the CRISP-DM-based data mining process, 

there are 6 phases, which can be seen in Figure 2. 

 

Figure 2 : CRISP-DM Phases 
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Business Understanding is the stage of understanding the data mining activities that will be 

carried out, usually determining goals, understanding the existing situation, and determining the 

goals of data mining to be carried out. 

Data Understanding is one of the most important stages in the data mining process. At this 

stage, the data collection stage usually includes understanding the usefulness of the data with 

existing problems, and detecting an interesting subset of data as hypothesis. 

Data Preparation is the stage of preparing data for data mining process. Activities at this stage 

usually include the selection of attributes used, data construction, and data cleaning. 

Modeling is the stage in determining the data mining techniques that will be carried out in 

processing the data. The data mining technique used in this study is XGBoost. Boosting is a data 

ensemble technique that is usually used to make predictions and classifications. The ensemble 

technique itself is a method that is built with several prediction and classification models that will 

be used to classify new data based on the predicted weights from previous results(Dietterich, 2000). 

The final model of the boosting technique is a combination of a collection of several models with 

as many as n iterations to produce the smallest error value from the residual. The final model is 

defined by the following equation: 

 
𝑀 

𝑓(𝑥) = ∑ 𝑓𝑚 (𝑥) 
𝑚−1 

 
(1) 

Or it can be showed as following equation: 

 
𝑀 

𝑓(𝑥) = 𝑦0 + ∑ 𝑦𝑚 ℎ𝑚 (𝑥) 
𝑚=1 

 
(2) 

 

Where   and   for m = 1, 2, 3, ….., M with a value of 

    is a weak classification, while y_m is a weight for each 

classification(Iswaya Maalik S, Wisnu Ananta Kusuma, 2019). 

XGBoost is a combination method between boosting and gradient boosting. This method first 
appeared in Friedman's research on the relationship between boosting and optimization to create a 

Gradient Boosting Machine (GBM). This model will create a new model to make predictions using 

errors in the previously created model. The algorithm is called gradient boosting, while reducing 

errors when creating a new model is called gradient descent. Broadly speaking, the gradient boosting 

algorithm has the following equation: 

 

 (3) 

 

XGBoost is a version of the Gradient Boosting Method (GBM) which is more useful and 

scalable because it can complete various functions such as rangking, classification and regression. 

XGBoost algorithm can perform optimization 10 times faster than other GBM. XGBoost is a tree 

ensemble algorithm consisting of classification and Regression trees (CART). The accuracy value 

of the classification results using the XGBoost method depends on the parameters to be used. 

Evaluation is the stage of interpreting the results of data mining that has been processed to 

obtain a model that is by the objectives that have been set. Model evaluation is done by looking at 

the results of the calculation of the Root Mean Square Error (RMSE) and Mean Absolute Percentage 

Error (MAPE). RMSE is a standard method for calculating model error when predicting quantitative 

results. The larger the RMSE value, the worse the level of accuracy. A lower RMSE value indicates 

that the prediction results are close to the truth value. In general, RMSE is defined as follows: 

 

 
 

 

 
(4) 
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Where: 

 

At : Actual data score 

Ft : Score of forecasting result 

N : Number of data 

∑ : Total Score 

 

MAPE is a measure of the accuracy of the model's predictive score, which is expressed in terms of the 

average absolute percentage of error. MAPE is the average score of the absolute difference that exists between 

the predicted score and the realized score stated as a percentage of the realized score. The formula for 

calculating the Mean Absolute Percentage Error is as follows: 
 

 

 

(5) 

Where: 

Yt : Actual score in period t 

 :Forecast score in period t 

n : Number of forecasting periods involved 

 

Result 

 
The results of the early stage of this study were collecting data on red onion prices for the period January 

1 2018 – September 30 2022 with district attributes, dates and values obtained from one of the provincial 

government websites, namely Central Java prices[20]. The red onion price prediction model includes five 

phases which are the stages of understanding business and data as well as the stages of modeling and 

evaluation, as follows: 

 First Business Understanding 

Setting Business Goals 

The purpose of this study is to predict future onion prices to make it easier for farmer groups to plant at 

the right time to minimize price spikes. 

Conduct a Situation Assessment 

The process of selecting the month for planting red onions is appropriate but several other factors hinder 

production results such as disturbances from pests that attack plants, and unfavorable weather factors. 

Determining Initial Data Mining Strategy 

The initial strategy for data mining is to collect data through interviews with the onion farmer groups. In 

addition, it also searches for public data by utilizing existing electronics. 

 Second Data Understanding 

The data used is sourced from Hargajateng.org regarding the price of red onions from 2018-2022. The 

data obtained are 1,241 records, which have 3 parameters, namely district, date, and value (price). The 

following is a sample of raw red onions prices as be seen at Table 1: 

 
Table 1 : Raw Data Sample Red Onion Prices 

Districts 1/12018 1/2/2018 … 9/30/2022 

Cilacap Districts 0 16000 … 25000 

Banyumas Districts 0 20000 … 30000 

Purbalingga Districts 0 0 … 29333 

Banjarnegara Districts 0 20200 … 0 

… … … … … 

Tegal Districts 0 16000 … 30000 
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 Third Data Preparation 

In this process, data selection and data cleaning are carried out to simplify calculations. 

In the raw onion price data that has been obtained, it can be seen that several date columns 

are empty. This is because that date is a national holiday so there is no input value on that 

date. So at this stage, the data on the price of red onions will be cleaned by deleting the 

missing data in the column. The following is onion price data that has been cleaned from raw 

data as can be seen at Table 2: 

 
Table 2 : Red Onion Price Net Data Sample 

 

Districts 1/2/2018 1/3/2018 … 9/30/2022 

Cilacap Districts 16000 18000 … 25000 

Banyumas Districts 20000 20000 … 30000 

Purbalingga Districts <NA> <NA> … 29333 

Banjarnegara Districts 20200 20200 … <NA> 

Kebumen Districts 20000 20000 … 30000 

Purworejo Districts <NA> <NA> … 30000 

… … … … … 

Tegal Districts 16000 16000 … 30000 

 

In this study, the data sample to be used was selected, namely Tegal and Pati Regencies 

as red onion centers in Central Java. In this study, the sample data to be used was selected, 

namely Tegal and Pati Regencies as red onion centers in Central Java. Table 3a is sample 

data from Tegal District and table 3b is sample data from Pati District : 

 
Table 3a : Tegal District Data Sample 

 

Districts 1/2/2018 1/3/2018 … 9/30/2022 

Tegal Districts 16000 16000 … 28000 

 
Table 3b : Pati District Data Sample 

 

Districts 1/2/2018 1/3/2018 … 9/30/2022 

Pati Districts <NA> 18000 … 30000 

 

After the data is cleaned, a time series is made based on the date index. Where before that, 

the melting process was carried out to facilitate the data processing process. Melting is a 

function for sending a DataFrame message into a format where one or more columns are 

identifying variables, while all other columns, considered to be measured variables, are not 

pivoted to the row axis, leaving only two columns, a variable, and a non-identifying value. 

It can be seen in table 4a is the result of melting data in Tegal Districts and table 4b is the 

result of melting data in Pati Districts. 
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Table 4a : Melting Data for Tegal Districts 
 

 Districts Date Value 

0 Tegal District 1/2/2018 16000 

1 Tegal District 1/3/2018 16000 

2 Tegal District 1/4/2018 16000 

 

 Districts Date Value 

… … … … 

1126 Tegal District 9/30/2018 28000 

 

Table 4b : Melting Data for Pati Districts 
 

 Districts Date Value 

0 Pati District 1/2/2018 <NA> 

1 Pati District 1/3/2018 18000 

2 Pati District 1/4/2018 <NA> 

3 Pati District 1/5/2018 18000 

4 Pati District 1/8/2018 18000 

5 Pati District 1/9/2018 <NA> 

… … … … 

1126 Pati District 9/30/2018 30000 

 

After the data is successfully melting, it enters to the modeling stage using the XGBoost Algorithm. 

  

 First. Modeling 

This study will implement predictions using the XGBoost Algorithm. In this prediction process, 

we have to make time-series features based on the date index, then proceed with the data split process 

by dividing the testing and training data. In this study, the data is divided by 60% for testing and 40% 

for training, after that a visualization process will be carried out so that it is easy to understand. The 

following is a visualization of the split data. 
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Figure 3 : Overview Train and Test Data 

In figure 3 it can be seen that some missing data affect the predicted value. It can be seen 

in figure 4 which is a visualization between the prediction and the actual that the predicted 

value is slightly insignificant to the actual value, this is because when plotting data a lot 

of data is lost or has a value of 0 so that the prediction results are not optimal. 

 

Figure 4 : Actual vs Predicted Visualization 
 

Next in the table 5 to 8 is the result of price predictions that have been carried out by 

researchers in the next year, here are the results. 
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Table 4 : Prediction Results of Tegal Districts Onion Prices Based on Data 
 

 Day 

of 

week 

 

Quarter 

 

Month 

 

Year 

Day 

of 

year 

Day 

of 

month 

Week 

of 

year 

Original 

price 

Price 

prediction 

2018-01-01 0 1 1 2018 1 1 1 0 15192.0 

2018-01-02 1 1 1 2018 2 2 1 16000.0 16023.0 

2018-01-03 2 1 1 2018 3 3 1 16000.0 16099.0 

2018-01-07 1 1 1 2018 9 9 2 0 14826.0 

…. …. …. …. …. …. …. …. …. …. 

2022-09-30 4 3 9 2022 273 30 39 28000.0 28662.0 

 

Table 5 : Our Prediction Results on Tegal Districts Onion Prices in the Future 
 

 Day 

of 

week 

 

Quarter 

 

Month 

 

Year 

Day 

of 

year 

Day of 

month 

Week 

of 

year 

Price 

prediction 

2022-09-30 4 3 9 2022 273 30 39 28662.0 

2022-10-01 5 4 10 2022 274 1 39 32244.0 

2022-10-02 6 4 10 2022 275 2 39 32239.0 

2022-10-03 0 4 10 2022 276 3 40 31291.0 

2022-10-04 1 4 10 2022 277 4 40 32174.0 

…. …. …. …. …. …. …. …. …. 

2023-09-30 5 3 9 2023 273 30 39 28662.0 

 
Table 6 : Prediction Results of Pati Districts Onion Prices Based on Data 

 

 Day 

of 

week 

 

Quarter 

 

Month 

 

Year 

Day 

of 

year 

Day 

of 

month 

Week 

of 

year 

Original 

price 

Price 

prediction 

2018-01-01 0 1 1 2018 1 1 1 0 20125.0 

2018-01-02 1 1 1 2018 2 2 1 0 20655.0 

2018-01-03 2 1 1 2018 3 3 1 18000.0 17649.0 

2018-01-04 3 1 1 2018 4 4 1 0 18218.0 

2018-01-05 4 1 1 2018 5 5 1 18000.0 18022.0 

…. …. …. …. …. …. …. …. …. …. 

2022-09-30 4 3 9 2022 273 30 39 30000.0 31661.0 

 

 
Table 7 : Our Prediction Results on Pati Districts Onion Prices in the Future 

 

 Day 

of 

week 

 

Quarter 

 

Month 

 

Year 

Day 

of 

year 

Day 

of 

month 

Week 

of 

year 

Price 

prediction 

2022-09-30 4 3 9 2022 273 30 39 30221.0 

2022-10-01 5 4 10 2022 274 1 39 30504.0 

2022-10-02 6 4 10 2022 275 2 39 30844.0 

2022-10-03 0 4 10 2022 276 3 40 31597.0 

2022-10-04 1 4 10 2022 277 4 40 31564.0 

…. …. …. …. …. …. …. …. …. 

2023-09-30 5 3 9 2023 273 30 39 30221.0 

 

Second. Evaluation 

This study evaluates by performing calculations using the RMSE and MAPE. To see that 

XGBOOST is optimal in calculating the predicted value, the researcher also uses linear regression as a 

comparison. The results of the comparison of accuracy in Tegal and Pati Districts can be seen in table 

8. 
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Table 8 : Comparative Results of Accuracy Calculations 

 

 Linier Regression XGBoost 

 Tegal Pati Tegal Pati 

RMSE 5098.39 5561.67 5107.97 6049.74 

MAPE 0.16 0.16 0.17 0.17 

Conclusions 

 

Based on the calculation process using the XGBoost algorithm on red onion price data where the 

data is sampled for prediction experiments, namely Tegal and Pati districts, it can be concluded: (1) The 

XGBoost algorithm has been successfully implemented with the RMSE is 5107.97 and 6049.74 for 

Tegal and Pati which is better than Linear Regression. (2) With the prediction of the price of red onions, 

farmers and consumers can make preparations to avoid a high price spike due to the limited production 

of red onions at harvest time. (3) The prediction of red onion prices is carried out as input for the 

relevant agencies in making policies to maintain the stability of red onion prices in the market. (3) The 

results of the accuracy calculation have reached the correctness rate with a MAPE value of 0.17% in 

Tegal and Pati Districts. The calculation of the onion price prediction can then be done by applying 

other time series algorithms such as ARIMA/SARIMA. Then for further research, we will add some 

additional features such as weather, amount of fertilizer supply, amount of pesticide supply, and area of 

land used. 
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