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Heart disease and stroke are the main contributions to health 
disorder. Two factors influence the susceptibility of the disease, 
namely clinical risk factors and non-clinical factors. This study 
aims to analyze the effect of non-clinical risk factors on the 
susceptibility to heart disease and stroke. The non-clinical risk 
factors are stress management, age, obesity, genetics, smoking, 
gender, lifestyle (nutrition), lifestyle (timing rest), and physical 
activity. Analysis of the influence of non-clinical risk factors on 
susceptibility using statistical methods, namely descriptive 
statistics, normalization tests with the Kolmogorov-Smirnov test, 
validity tests, reliability tests, and correlation tests. The 
descriptive statistical tests show that the risk factors for stress 
management, obesity, and smoking have a more significant 
influence than others. While Gender and physical activity have 
more negligible effect than others. Testing with one sample 
Kolmogorov-Smirnov Test shows that the data is normally 
distributed. Validity testing produces 100% valid data. The 
reliability test using Cronbach's alpha of 9 non-clinical risk factor 
items resulted in a value of 0.684, which means reliable. 
Correlation test between 9 items of non-clinical risk factor shows 
significant between items. 

KEYWORDS non-clinical factor risk, heart disease and stroke, statistical 
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INTRODUCTION 

 
 Heart disease and Stroke are the fatal diseases that contribute to being the cause of 
death in the world. For Specific words in the medical field, heart disease is called 
cardiovascular disease and stroke is called cerebrovascular disease. More than 868,000 
Americans die of heart disease, stroke, or other cardiovascular diseases every year—that’s 
one-third of all US deaths. From the National Centre for Chronic Disease Prevention and 
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Health Promotion (NCCDPHP), these diseases also take an economic toll, costing $214 
billion a year to our health care system and causing $138 billion in lost productivity from 
premature death alone. To reduce the causes of heart disease and stroke, it is important to 
know the factors that cause these diseases. There are two types of factors that cause heart 
disease and stroke, namely clinical and non-clinical factors. Cardiovascular disease also 
increased the risk to get the infectious disease infections such as covid 19 [1][2]. 

Clinical data consists of blood pressure, blood sugar, cholesterol and uric acid. For 
clinical data, measurement and data acquisition can be done easily and objectively. Non-
clinical data consisted of obesity, smoking, age, genetics, lifestyle and physical activity. 
The addition of age after middle age, gender, lifestyle (smoking, physical activities and 
lifestyles) will increase the susceptibility to heart disease and stroke [3],[4],[5],[6], [7]. 

The current era and technological developments leads to new habits and lifestyles. 
There are several new lifestyles that have a negative effect or increase susceptibility to the 
disease. Nowadays, people tend to have less physical activities, high stress and pressure 
and followed by unhealthy food intake such fast food. As a result, non-clinical risk factors 
such as obesity, smoking, age, genetics, gender, lifestyle and physical activity emerged. 
Each of these risk factors are interrelated. 

Analysis and identification of non-clinical disease risk factors is more difficult than 
clinical disease risk factors, this is because objectivity and data acquisition are more 
difficult. Of the non-clinical risk factors discussed, the risk factors for age and obesity are 
the easiest to analyze. As you age and obesity increases, your susceptibility increases. 
Genetic risk factors are statistically very influential, but problems in identification and 
measurement are associated with heart disease and stroke susceptibility. Gender affects the 
susceptibility of cardiovascular disease. Physical activity and smoking are risk factors that 
depend on the frequency of the activity. These two factors clearly affect the susceptibility 
to heart disease and stroke disease. Measurement standards for these two risk factors need 
to be determined, so that it will lead to the category of these risk factors. Lifestyle risk 
factors are related to many things, for example alcohol consumption, unhealthy food, lack 
of rest and others. 

The Statistical methods have been widely used for data analysis and processing in 
the health sector. The Descriptive and inferences Statistic are used to provide a literature 
source of data for the training of medical personnel [8]. Statistical methods can be used to 
estimate mortality, incidence and mortality to incidence ratio due to cardiovascular diseases 
[9]. The statistical method used for analytical methods in the health sector is related to 
observation, reflection and interpretation [10]. 

In quantitative research, statistics is the main method used to generalize the 
research results. To draw conclusions from the influence of non-clinical risk factors that 
cause heart disease and stroke, this statistical method is needed. In addition, statistical 
analysis is very useful in generalizing the susceptibility to heart disease and stroke. To draw 
conclusions from these events, statistical measures can describe well. The influenced of 
non-clinical risk factors for heart diseases and stroke susceptibility more difficult to be 
measured than clinical risk factors. 

The data collection is through online questionnaire. Statistical methods are used to 
support quantitative validation claims. Due to the problem of objectivity and validation of 
the measurement of non-clinical risk factors for cardiovascular disease susceptibility, an 
analytical method is needed. This study proposes a statistical method for analysis, validity 
and increasing objectivity of the effect of cardiovascular disease susceptibility. The 
statistical analysis method used is descriptive statistics, normalization, validity and 
reliability tests. 
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RESEARCH METHOD 
 
This study aims to analyze the effect of non-clinical risk factors on susceptibility to 

heart disease and stroke using statistical methods. 
The recognized non-clinical risk factors are obesity, smoking, age, gender, genetics, 

lifestyle and physical activity. This study uses a descriptive research approach. 
For more details, the stages of this research can be seen in Fig. 1: 

 
Fig 1. Research Stage 

 
A. Sample and Variables of Research 

The sample of this research is paramedic staff in Surakarta and surroundings area. 
The number of samples is 54 medical personnel. Because it is still during the COVID-19 
pandemic, data collection is done by means of an online questionnaire. By applying to 
several clinics and hospitals for medical personnel to fill out the questionnaire. 

The variable consists of several questions. Calculation of variables using a scale 
linker, namely strong agree (5), agree (4), neutral (3), disagree (2). strongly disagree (1). 
The list of variables can be seen in Table I: 
Table I. List of variables 
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B. Statistical Method 
• Normalization Test 

The Kolmogorov Smirnov (KS) test is a statistical test tool used to determine 
whether a sample comes from a population that has a certain distribution of data or follows 
a certain statistical distribution. The statistical distribution that is often tested using the 
Kolmogorov Smirnov (KS) test is the Normal Distribution. The Kolmogorov Smirnov (KS) 
test is based on the empirical distribution function (EDF) [8] [9][10] N sorted data X1, X2, 
X3, …Xn then the empirical distribution function is defined: 

𝐸𝑁=𝑛𝑖𝑁 (1) 
the variable ni is the number of points that are less than Xi, where the value of Xi is 

data that has been sorted from the smallest value to the largest value. the empirical 
distribution function (EDF) is a function that increases by 1/N at each data point. 

The Normality test is a test carried out with the aim of assessing the distribution of 
data in a group of data or variables, whether the distribution of the data is normally 
distributed or not.no. Based on the empirical experience of several statistics, the data whose 
number is more than 30 numbers (> 30), then experts can already have a normal 
distribution. Commonly said as large sample. The Kolmogorov-Smirnov method has steps. 
Completion and use of the same formula, but with different significance. Significance The 
Kolmogorov-Smirnov method uses the Kolmogorov-Smirnov comparison table. 
• Validity and Reliability Test 

The data validity test is to measure how much the research questionnaire questions 
really measure the concept/variable being measured while the reliability test is to measure 
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the level of data consistency. The researcher followed the suggestion from to use the 
Average Variant Extracted (AVE) technique to measure validity and use construct 
reliability instead of Cronbach's alpha coefficient for reliability. The construct validity test 
includes convergent validity and discriminant validity. Samples of data and research 
instruments are said to be of high quality if they can meet the rule of thumb [11] [8] [10] . 
The validity used AVE, its formula shown bellow: 

𝐴𝑉𝐸={Σ𝛾𝑖𝑛𝑖=1}2{Σ𝛾𝑖}𝑛𝑖=12+{Σ 𝑉𝑎𝑟(∈𝑖)}𝑛𝑖=1 (2) 
For the reliability test used construct reliability with formula: 
CR= 𝑟=𝑛𝑛−1[1−Σ𝑠𝑖2𝑛𝑖=1𝑠𝑡2] (3) 
where : 
r = realibility coeficient 
n = number of item/questions 
𝑠𝑖2 = item score variant of ith item 
𝑠𝑡2 = total score variant 
The validity test is a condition that describes whether the instrument that we use is 

able to measure what we are going to measure. The results obtained from the validity test 
are a valid or valid instrument. A high level of validity is best. On the other hand, an 
instrument that has low validity is an instrument that is not good or is not recommended 
and should even be removed from the indicator group. 

The reliability is a series of measurements or a series of measuring instruments that 
have consistency if the measurements made with the measuring instrument are repeated. 
Test reliability is how much the degree of the test consistently measures the measured 
target. Reliability is expressed as a number, usually as a coefficient. High coefficient means 
high reliability. To calculate the reliability test of the description form test, it can be done 
using the Cronbach-Alph . formula. 

 
RESULT AND DISCUSSION 

 
descripted statistic, normalization test using Kolmogorov-Smirnov Test Validate 

using correlation and reliability using Cronbach’s Alpha. 
 

A. Sample Demografi & Desciptive Statistic 
This study involved 54 respondents who are the medical personnel from several 

clinics and hospitals.. Of all the respondents, the age of the respondent is under 40 years, 
while for gender, 83.3% are female. From these respondents, data were obtained from 9 
items in the online questionnaire. 

The sample age & gender distribution is shown at Fig. 2 and Fig. 3 respectively: 
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Fig 2. Sample Age Distribution 
From the age distribution, it can be seen that the sample is productive age or under 

40 years. 

 
 

Fig 3. Sample Gender Distribution 
Based on Fig. 3, it can be seen that the majority of the sample is female. 
From descriptive statistical analysis, the distribution of input data was obtained as 

shown in Table II: 
Table II. Analysis of Descriptive Statistic 

 
According to mean value from Q1 to Q9 are more than 2.5 so all non-clinical risk 

factor variable significant in cardiovascular disease susceptibility. The big tree of mean 
value areQ1 (4.203), Q3 (4.148) and Q5 (3.926). Stress Management, obesity, and smoking 
have strong effect to susceptibility cardiovascular disease. Q9 (2.630) and Q6 (2.388) have 
mean value less than 3. Gender and physical activity have less effect then others. 

 
B. Normalization Test 

The data was tested for normality with the one sample Kolmogorov-Smirnov Test. 
The complete results of the normalization test are as shown in Table III: 
Table III. Normalization test 
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From the table III the value of one sample Kolmogorov-Smirnov Test 

(Normalization test) Q1 0.420, Q2 0.331, Q3 0.359, Q4 0.278, Q5 0.266, Q6 0.314, Q7 
0.310, Q8 0.358, Q9 0.250. From the result so the data is normal. 
 
C. Validiti and Realibility Test 

Testing the validity and reliability of the data using SPSS software with the results 
in table IV below: 
Table IV Validity Test 
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Based on Table IV, 54 respondents are valid 100%, so the influence of 9 non-

clinical risk factors on cardiovascular disease susceptibility is valid. 
Reliability testing using Cronbach's alpha obtained a value of 0.684 so that 9 items 

which are non-clinical risk factors are reliable as shown at Table V. 
Table V. Reliability Test 

 
The correlation between items Q1 to Q9 is used to determine the significance 

between items. The results of the correlation test are as shown in Table VI: 
Table VI. Correlation Validity Test 
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Table VI indicated that the correlation for each item Q1 to Q9 is significant 

 
CONCLUSION 

 
The non-clinical risk factor which consists of Management stress, age, obesity, 

genetic, smoking, life style (nutrition), life style (timing rest) and physical activity. From 
the statistical descriptive analysis, stress management, obesity, and smoking have a greater 
influence than other risk factors. While Gender and physical activity have less effect then 
others. By using the Kolmogorov-Smirnov Test, it results that the data used is normally 
distributed 

Testing the validity of 54 samples is 100% valid. Reliability testing of 9 items with 
Cronbach's alpha is reliable. Correlation testing shows that there is a significant correlation 
between items. So, stress management, age, obesity, genetics, smoking, gender, life style 
(nutrition), life style (timing rest) and physical activity statistically affect the susceptibility 
of heart diseases and stroke. 
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