
JUITA: Jurnal Informatika e-ISSN: 2579-8901; Vol. 10, No. 2, November 2022 

What do Indonesians Talk … | Saputri, T.R.D., Lestari, C.C., Siahaan, S.C., 233 – 242  233 

What do Indonesians talk when they talk about 

COVID-19 Vaccine: A Topic Modeling Approach 

with LDA  

Theresia Ratih Dewi Saputri1, Caecilia Citra Lestari2, Salmon Charles Siahaan3  

1,2School of Information Technology, Universitas Ciputra Surabaya, Indonesia 
3School of Medicine, Universitas Ciputra Surabaya, Indonesia 

1theresia.ratih@ciputra.ac.id, 2cecilia.citra@ciputra.ac.id, 
3charles.siahaan@ciputra.ac.id  

Abstract - To end the COVID-19 pandemics, the 

government attempted to accelerate the vaccination 

through various programs and collaboration. 

Unfortunately, the number is still relatively small 

compared to the number of populations in Indonesia. 

There are some reasons attributed to this challenge, one of 

them being the reluctance of citizens to accept the COVID-

19 vaccine due to various factors. Knowing this factor to 

increase public compliance, the vaccination program can 

be speed-up. Unfortunately, traditionally acquiring the 

knowledge related to COVID-19 vaccine rejection can be 

challenging.  One of the ways to capture the knowledge is 

by conducting a survey or interview related to COVID-19 

vaccine acceptance. This method can be inefficient in terms 

of cost and resources. To address those problem, we 

propose a novel method for analyzing the topics related to 

the COVID-19 Indonesians’ opinions on Twitter by 

implementing topic modeling algorithm called Latent 

Dirichlet Allocation. We gathered more than 22000 tweets 

related to the COVID-19 vaccine. By applying the 

algorithm to the collected dataset, we can capture the what 

is general opinion and topic when people discuss about 

COVID-19 vaccine. The result was validated using the 

labeled dataset that have been gathered in the previous 

research. Once we have the important term, the strategy 

based on can be determined by the medical professional 

who are responsible to administer the COVID-19 vaccine.  
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I. INTRODUCTION 

The first COVID-19 case in Indonesia was reported 

in the early March 2020. The report stated in [1] shows 

that COVID-19 cases increased to 1285 in almost entire 

provinces in Indonesia. The World Health Organization 

(WHO) declared the COVID-19 pandemic in March 

2020 [2]. Unfortunately, the number of cases has been 

reported until these days, as of January 2022. The 

situation aggravated with all the reported new COVID-

19 variants. Tregoning et.al. reported the efficacy of 

existing vaccines based on virus variants [3]. The study 

shows that the reported vaccines have more than 50% 

efficacy. As the new variants surfaced, it affected the 

effort to reduce the number of cases and developed 

vaccines and treatments [4].  

In the attempt to end the pandemic, several 

approaches have been implemented in Indonesia 

including the vaccination programs. As of January 2022, 

295M vaccine doses were given and 40.9M citizens had 

been fully vaccinated [5]. However, this number is 

relatively small compare with Indonesia’s population 

because only 14.9% of population was fully vaccinated. 

There is an issue related to the lack of available vaccines. 

Fuady et.al in [6] argued that the increase target 

allocation and vaccines’ availability is necessary to 

reduce the number of reported COVID-19 cases. 

Another significant problem in vaccination program is 

the reluctance of citizens to accept the COVID-19 

vaccine [7-8]. Even though the acceptance is relatively 

high [9], ignoring the citizens who refuse to get 

vaccination was not a wise strategy. Therefore, it is 

important to understand the reason for this rejection such 

as religion beliefs, political interests, health issues. The 

vaccination program can be accelerated by knowing this 

factor to increase public compliance. 

Unfortunately, traditionally acquiring the knowledge 

related to COVID-19 vaccine rejection can be 

challenging.  One of the ways to capture the knowledge 

is by conducting a survey or interview related to COVID-

19 vaccine acceptance. This method can be inefficient in 

terms of cost and resources. Another problem related to 

direct interviews is that people’ openness to the 

interviewers when they have objection to a certain topic. 

Therefore, this study utilized the social media dataset, 

Twitter, to gather public opinion related to COVID-19 

vaccines. Various studies show that social media can be 

an effective source for sharing information, knowledge, 

and opinion [10]–[12]. Even though there are plentiful 
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benefit of using social media dataset, analyzing those 

data is not a trivial task. Manually analyzing the captured 

data can be costly and error prone.  

To address those problem, we propose a novel 

method for analyzing the topics related to COVID-19 

Indonesians’ opinions on Twitter by implementing topic 

modeling algorithm called Latent Dirichlet Allocation 

(LDA). Topic modeling has been studied in the past 

decades [13-14]. It is one of the analytical methods in 

text evaluation especially for identifying the topics. The 

source of topic modeling can come from different forms 

such as text, image, video, and geospatial data. This 

research evaluates textual data on public opinions stated 

through the Twitter platform. With the help of topic 

modeling, the time-consuming iterations to determine 

the latent variables from a large dataset can be reduced 

with the consideration of overcoming the uncertainty 

[15].  

Due to its remarkable benefits, topic modeling has 

been used to retrieve information in various domain 

application. In the area of social science, Schmiedel et.al. 

in [16] used topic modeling to determining the inquiry 

strategy to understand the organizational culture. 

Meanwhile, Chen et.al. in [17] utilized topic modeling to 

analyze the stock market in China based on social media 

data. This study shows that topic modeling is useful for 

understanding human behavior based on their posted 

opinion about the Chinese stock market. Porturas and 

Tylor in [18] proposed a method for using topic 

modeling to analyze the trends in emergency medicine 

research. With the topic modeling approach, they 

discovered 40 latent topics research abstract over the last 

40 years. With the ongoing COVID-19 pandemic, topic 

modeling was applied for various purposes. Boon-Itt and 

Skunkan in [19] conducted topic modeling study on the 

public sentiment related to the COVID-19 pandemic 

based on collected Twitter Datasets. Melo and 

Figueiredo [20] attempted to understand the COVID-19 

phenomena and the impact by comparing Brazil's news 

and public opinion.  

One of the widely known topic modeling topic 

algorithms is LDA. This method was proposed by Blei et 

al. in 2003 [21] to get the combination of a model that 

can understand the exchangeability between words and 

documents. LDA outperforms the other information 

retrieval methods such as tf-idf [22], LSI [23], and  pLSI 

[24]. In LDA, words and documents are assumed to be 

independent. Therefore, the prior knowledge of those 

artifacts is unnecessary. LDA generates the model using 

a probabilistic distribution approach based on the 

hierarchical Bayesian Model. 

Related to our study, we explored some applications 

of LDA for COVID-19 related analysis, especially 

COVID-19 vaccines. For example, Lyu et al. in [25] used 

the LDA algorithm to extract common topics in COVID-

19 vaccine-related tweets. This study shows that there is 

an influx on vaccine discussion when the news about 

vaccine development appears in the news. Zhuang et al. 

in [26] proposed the combination of LDA and 

Autoregressive moving average (ARMA) for analyzing 

the public opinion evolution of COVD-19. Some studies 

related to COVID-19 textual analysis were targeted on 

Indonesian opinions [27-28]. However, most of the 

works were focused on the sentiment analysis rather than 

finding the topics. To reduce the research gap, LDA is 

implemented in this study to discover the topics related 

to COVID-19 vaccines in Indonesia. Therefore, Bahasa 

Indonesia was used as the targeted language in analyzing 

the topic using the LDA algorithm. 

The corpus in this research was collected by filtering 

the COVID-19 vaccines opinions in Twitter that use 

Bahasa Indonesia. LDA algorithm was chosen in this 

study due to its ability to link the artifacts, in this case 

words. Another benefit of LDA is that there are no 

requirements of prior knowledge related to the topics. 

With LDA, we are able to generate the model that 

explore the possible topic formation based on the corpus. 

By conducting this research, the topics on COVID-19 

vaccines discussion can be determined. Those topics can 

be used to identify the possible strategies that can be 

implemented to advance the effort for increasing the 

number of fully vaccinated citizens. Unfortunately, there 

is limited topic modeling research COVID-19 vaccine 

conducted on Bahasa Indonesia. Applying a model from 

different language may result in inaccurate 

representation of the uncovered topics. Therefore, this 

study focusses on the tweets that were posted using 

Bahasa Indonesia.  

II. METHOD 

We proposed a novel that consists of three 

methodology phases as seen in Fig.1. The first phase is 

intended to gather the data source from Twitter accessed 

through Twitter Application Programming Interface 

(API) based on specified language and keywords. The 

extracted data are stored as excel files used as the input 

for the second phase which is text pre-processing. This 

phase is conducted to prepare the data to be effectively 

used for the next phase. Several techniques are applied 

in the text pre-processing phase including case folding, 

stemming, and stop word removal. Once the text pre-

processing phase was completed, we move to the next 

phase which is a model generation and visualization. In 
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this phase, the sentences are analyzed using the LDA 

algorithm. We also perform a model evaluation based on 

specified metrics such as coherence and perplexity score. 

A. Data Collection  

The data collection phase is conducted in three steps: 

(1) defining a filter to collect the COVID-19 Vaccine-

related posts in Bahasa Indonesia, (2) extracting twitter 

posts based on the defined filter using Twitter streaming 

API, and (3) removing redundant posts to increase the 

data accuracy in representing the current condition. 

Twitter data set has been used in various research and 

proven to be used as the source to gather public opinions 

[29-30]. Therefore, we also use the Twitter dataset to 

gather Indonesian public opinion regarding the COVIC-

19 vaccine.  

Before the data is extracted, the filters such as 

keywords and language need to be defined. This process 

is crucial to increasing this proposed work's efficiency 

and effectiveness. Using the defined filter can exclude 

the unnecessary tweet that can mislead the model 

generation process. The filter used in this study is listed 

in Table I. We use three type of filter including language, 

keywords, and tweet type. We decided to use retweet 

based on the common notion that retweeting a tweet 

means a person agree with another person’s opinion or 

tweet. 

Once the filter is defined, the next process is 

conducted. This study is implemented using python. 

Therefore, we utilize Tweepy, a python library to access 

twitter API, to extract the tweets. To optimize the tweets 

extraction process, three researchers perform the process 

simultaneously. This strategy is carried out due to the 

limited number of tweets that can be extracted for each 

developer account. The extracted tweets are collected in 

an Excel sheet created using XLWT, a library for writing 

data to Excel files. 

After the tweets were extracted, the duplicate data 

should be removed. This process is important because 

there is abundance of tweets with the same content as a 

non-retweet. By doing so, we can extract a retweet type 

that includes additional opinion. Before, the redundant 

tweets are removes, we remove the URL link to extend 

the tweets so that the generated link is not considered the 

content. 

TABLE I 

DEFINE FILTERS 

Type Filter 

Language Bahasa Indonesia (id) 

Keywords “covid-19 vaksin”, “vaksin”, 

“covid vaksin” 

Tweet Type Regular Tweet, Retweet 

 

 
Fig. 1 Proposed methodology for generating topic model 
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B. Text Pre-processing 

Since they are extracted separately based on date, the 

first process in text pre-processing is integrating the 

generated excel files as a single csv file. Using CSV file 

instead of Excel is that CSV file requires less memory 

and faster processing. Having less memory process is 

important due to huge number of extracted tweets. 

Another reason is that by using a CSV file, we can also 

edit the file using text editor.  

Once the data were integrated, the text is 

standardized. The term standardization refers to the 

process for changing irregular or informal term in 

Bahasa Indonesia into the formal term. For example, the 

terms such as “nggak”, “gak”, “ga”, and “gk” are 

changed into “tidak” which means “no” in English. The 

process aims to make different words that has same 

meaning is threated in the same way.  

The next step is case folding. This process is used to 

convert the text into a standard form. There are five case-

folding techniques applied in this study such as changing 

to lower case, remove mark and number, and remove 

whitespace. This process is important to match the 

words, for example the instance of “Vaksin” will be 

matched with the instance “vaksin”. Table II shows the 

case-folding techniques implemented for the 

standardization process. 

After the entire texts have been standardized in term 

of the case, the next step is word extraction. This process 

is used to prepare for the next step which is stop word 

removal. The gathered tweets are mostly in the form of 

sentences. Therefore, we need to separate each word in 

the tweets. Then, we remove stop words in the next step. 

Stop words refers to common words that usually do not 

provide significant information. For example, the stop 

words include particles conjunction, and pronounce in 

English. Since we target language in this study is 

Indonesia, we perform stop word removal specifically in 

Bahasa Indonesia such as “yang”, “dengan”, “pada”, and 

“dan”. We utilize the NLTK library to conduct this step, 

specifically in Indonesia. 

Following the stop words removal, we perform word 

stemming in the next step. The purpose of stemming is 

to reduce the text variant based on the root form without 

changing the meaning of the text. For example, the word 

“vaksinasi”, “vaksi”, “divaksin” can be treated as same 

word which is “vaksin”. Xu and Croft in [31] argued that 

stemming process could improve the program 

performance to match the vocabulary and query. 

Afterward, the pre-processed tweets were gathered into 

a single csv file. This csv file consists of a cleaned dataset 

used in the next phase which is a model generation and 

visualization. 

TABLE II 

IMPLEMENTED CASE FOLDING TECHNIQUES 

Technique Task Description 

Lower case Changing the entire tweets into lower 

case 

Remove 

mark and 

number 

Deleting the unused character in the 

tweets such as question mark, 

acclamation mark, and number 

Remove 

whitespace 

Deleting unnecessary space character 

in the beginning and end of tweets. 

C. Model Generation and Visualization 

The third phase in this study is a model generation 

and visualization based on the cleaned dataset resulting 

in the previous phase. This third phase aims to discover 

the topics related to covid-19 by generating a topic model 

using the LDA algorithm. Then, the identified topics will 

be visualized in a graphical view to ease the user’s 

understanding in analyzing the topics and identifying the 

possible strategy based on the topics.  

The first step of this step is creating word cloud. This 

step is intended to discover the most discussed terms 

when people tweeted about covid-19 vaccine. The terms 

will be visualized with different sizes. The bigger of the 

size, the more frequent the word appears in the 

discussion. With this word clouds visualization, we 

allow the audience to summarize the topics related to 

covid-19 vaccine. After that, we move the process into 

tokenization. Webster and Kit [32] defined tokenization 

as a process to identify the basic units decomposed from 

a certain sentence. The most common token used in the 

NLP is a word.   

After the tweets were tokenized, the bag-of-words 

(BoW) creation was conducted. The BoW creation 

process aims to gather the information on the term 

document frequency of each token. BoW is represented 

as a pair that consists of token and its term document 

frequency. The BoW is generated by creating the 

dictionary that consists of gathered token. Once the 

entire term in the dictionary is listed as the corpus, then 

the term document frequency is calculated for each word.  

Afterwards, we calculated the metrics to evaluate the 

model. This study uses perplexity and coherence scores 

to determine the number of generated topics. The 

perplexity score measures the ability of the model to 

adapt to the unseen data. However, this metric is not 

enough to evaluate the model due to the low correlation 

between predictive likelihood which measured with 

perplexity and human judgment. Therefore, we add 

another evaluation metric which is the coherence score. 

Coherence means the human judgment of whether the 

term consistently and logically belongs to a certain topic. 
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However, this can be hard to measure statistically. 

Therefore, we follow the normalized pointwise mutual 

information (NPMI) and cosine similarity proposed by 

Syed and Spruit in [33].  

The next step after we determine the number of topics 

based the optimal combination perplexity and coherence 

score is generating the model and visualized the 

generated topics. We use a pure Python library to 

generate the LDA topic model called Gensim [34]. We 

adopt this library due to its ability to perform fast and 

scalable algorithms to create an LDA model. Once the 

model is generated, we visualize the result as an 

interactive graph. The visualization is created using 

Python library called LDAvis developed by Sievert and 

Shirley in [35]. 

III. RESULT AND DISCUSSION 

The datasets were gathered from October 2021 to 

January 2022. By using the defined filter, we were able 

to gather 21498 tweets. Unfortunately, there are huge 

number of duplicated tweets. This duplication appeared 

because same tweeted the same content vigorously as 

seen in Fig. 2. It is important to remove this kind of 

tweets due to its inorganic nature of the tweets. From our 

point of view, the massively duplicated tweets cannot 

represent the public's substantial opinions. As the result, 

we got 8388 tweets ready to be used in the pre-processing 

phase. 

In the second phase, there is no difference in term of 

the number of tweets. The transformation is focused on 

the content of each tweet. The result of applying the 

proposed case folding techniques is shown in Fig.3. As 

we can see, there are some differences resulting from the 

case folding step. For example, there is no uppercase in 

the tweets. There is also a noticeable no number in the 

case of folded tweets. 

Afterwards, the Indonesian stop words removal was 

conducted. Fig.4 shows the result of the stop words 

process. Using the NLTK library especially for the 

Indonesia language, we remove the common and 

insignificant words from the case folded tweets. For 

example, as we can see in the first row, the words such 

as “harusnya”, “adanya”, “segera”, and “setelah” was 

discarded from the tweet. Another example is from 

second row, the words such as “ketika”, “sedang”, and 

“dan” had been removed.

   

 
Fig. 2 Excerpt of duplicated tweets 

 

 
Fig. 3 Excerpt of case folded tweets 
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Fig. 4 Excerpt of stop words removed tweets 

After removing the stop words from the dataset, we 

stemmed the tweets using the Sastrawi library. Fig. 5 

shows the result of stemming process that will be used as 

the input in the next phase. For example, the word 

“pengawas” in the first row became “awas”. Meanwhile, 

the word “membayar” in the third row became “bayar”. 

Once all the tweets had been stemmed, a csv file that 

consists of pre-processed tweets was generated so that it 

can be used in the model generation and visualization 

phase. 

Fig. 6(a) shows that most frequent terms from the 

corpus of pre-processed tweets. However, this word 

cloud is not adequate. Knowing the most frequent terms 

are “vaksin” and “covid” does not add new knowledge 

because those term are the search keywords in the 

extraction process. Therefore, those words were 

removed to increase the other words representation in the 

corpus. The result of this strategy is presented in Fig.6 

(b). Based on this information, we understood that 

people are talking about vaccines booster. There were 

also large numbers of tweets discussing about the 

infection. This data is not surprising due to the existence 

of omicron resulting in exponential increase of the 

COVID-19 infection cases. Based on Fig.6 (b), we also 

can see that the government attempt to push the booster 

vaccination program do reduce the number of cases. This 

proved that our pre-processed data are able to represent 

the current condition in Indonesia. Therefore, use used 

the new data to generate the topic model.

 

 
Fig. 5 Excerpt of stemmed tweets 

 
Fig. 6 Word cloud visualization for the pre-processed tweets (a) and after removing the “vaksin” and “covid” term 
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The model evaluation process based on coherence 

score in terms of NPMI and perplexity score returned the 

optimal number of topics is five. The optimal number of 

topics was determined based on the elbow methods that 

shows in which point the number is started to converge.  

Fig. 7 shows the score of perplexity from the model. We 

can see that the score consistently reduced when we 

increased the number of topics. This is one of the reasons 

we required additional measures, in this case, coherence 

score. The calculation result is presented in Fig. 8. Model 

evaluation based on coherence score calculation 

returned the optimal score, 0.4239, and perplexity score 

is -8.3. As we can see in Fig. 7, the score consistently 

decreases after the number of topics is two. The result 

from the perplexity score is supported with the coherence 

score seen in Fig. 8. We can see that the highest 

perplexity score was achieved from a model that has two 

topics. Based on those metrics, the optimal number of 

topics that should be used for this study is two.  

Once the number of optimal topics is determined, the 

next process generates the model with the LDA 

algorithm. The overall result of the LDA algorithm 

visualized using LDAvis library [35] can be seen in Fig. 

9. We can see that the 30 most salient topics that were 

discussed when people talk about COVID-19 vaccine in 

Indonesia include “sertifikat” (vaccine certificate), 

“booster”, “aman” (safe), “protokol” (protocol), 

“percaya” (trust), “apresiasi” (appreciation). The 

analysis result shows that many people in Indonesia took 

the vaccine due to government regulation on the need to 

have vaccine certificates to enter public spaces. Some 

amounts of citizens stated their appreciation for the 

vaccine booster program. 

 

 
Fig. 7 The perplexity score versus the number of topics 

 

 
Fig. 8 The coherence score versus the number of topics 

Meanwhile, based on the distance metric we can see 

that the topics were located in different spectrum. It 

means that there is an opposite view on the COVID-19 

vaccines in Indonesia. The number of generated topics 

align with the previously conducted research on the 

COVID-19 vaccines sentiment analysis in Indonesia. In 

that research, we found that there are two sentiments, 

which are negative and positive sentiment. 

We further investigated on the top-30 most salient 

terms for each topic presented in Table III. Even though 

we can see that some terms were exists in both topics, the 

further analysis result show that it has different 

sentiment. For example, the term “booster” (refers to the 

third dose of vaccine) appeared in both topics, but in the 

topic where people were mostly discussed on the 

negative sentiment related to vaccine booster. Some 

people question whether the vaccine booster has 

effectively protected them from the omicron variant. 

Meanwhile in topic 2, most people have positive 

perspective on the vaccine booster. They mentioned that 

vaccine booster is safe to use and beneficial to protecting 

them from the virus.  

TABLE III 

TOP-30 MOST SALIENT TERMS FOR TOPIC 

Topic Terms 

Topic 1 booster, dosis, omicron, terima, 

orang, laksana, masyarakat, kena, 

gratis, lindungi, tiga, sehat, warga, 

varian, prokes, tinggal, sekolah, 

wajib, ayo, sertifikat, sakit, aman, 

beri, Jokowi, tular, perintah, giat, 

suntik, sebar, negara 

Topic 2 booster, aman, kena, orang, dosis, 

sehat, perintah, prokes, uji, percaya, 

cegah, daftar, jamim, Jokowi, sakit, 

laksanan, masuk, beri, ayo, virus, 

takut, coba, tinggal, omicron, yuk, 

sinovac, suntik, lengkap, efek, lawan 
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Fig. 9 The overall result of the LDA algorithm 

 
From this analysis, we understand that most of the 

people that has negative perspective on the COVID-19 

vaccine are mostly concerned about its effectiveness. 

Some people also mentioned the side effect of the 

vaccines as their concern. We also found that there are 

some concerns with the difficulty to issue the certificate. 

It is interesting to see that even though some people 

against the vaccine, they still decided to get the vaccine 

so that they can enter public space such as shopping 

center and theater. 

Based on the topic modeling result, there are several 

approaches can be done to accelerate the COVID-19 

vaccination program. The first approach is educating the 

citizen about the importance of getting a vaccine booster 

with the aim to increase their understanding and 

enthusiasm. The Indonesian’s citizen should be aware 

that vaccine is safe and effective to fight the virus. One 

way to achieve this by spreading the information that the 

COVID-19 vaccines had been certified by BPOM 

(National Agency of Drug and Food Control). Moreover, 

most of the vaccines had been certified as a halal product 

by MUI (Indonesian Ulama Council). 

Another approach that can be done is keep informing 

the basic information about the COVID-19 vaccines 

including the procedure to get the vaccine, where to get 

the vaccine, and correct information about the 

misconception about the vaccine. The government 

should be able to accentuate that, based on various study, 

there is a decrease of antibody six-months after the 

primary dose of vaccine has been administered to the 

body. Therefore, there is a need to get another dose or 

booster to build an extra protection to the body especially 

for the people who are prone to the COVID-19 virus. 

IV. CONCLUSION 

By implementing a topic modeling algorithm called 

Latent Dirichlet Allocation algorithm on more than 8000 

tweets that have been cleaned, we are able to determine 

the most important terms that occurs when people talk 

about the COVID-19 vaccine. Based on the perplexity 

and coherence score, we found that the optimal number 

of topics was two. It means that there were two different 

perspectives on the COVID-19 vaccine discussion. The 

first topic has negative sentiment compared to the other 

topic. This result can further be explored to identify the 

sentiment of each sentence. Therefore, the further work 

of this research includes sentiment analysis prediction 

with machine learning algorithm. 
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