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Abstract - Indonesia is a maritime and agricultural 

country with enormous world fishery potential. The large 

variety of fish is often confusing for ordinary people in 

recognizing types of fish, especially freshwater fish. It was 

stated that the types of freshwater fish often consumed by 

the Indonesian people are bawal (pomfret), betutu, gabus 

(cork), gurame (carp), mas (goldfish), lele (catfish), 

mujaer (tilapia), patin (asian catfish), tawes, and nila 

(tilapia nilotica). Some fish types have similar shapes, so 

it is tricky to tell them apart. Meanwhile, in the 

digitalization era today, Artificial Intelligence (AI)-based 

technology has become a demand in all areas of life. It is 

overgrowing, not apart from the fisheries sector. 

Therefore, in this study, the K-Nearest Neighbor (KNN) 

method was applied as one of the methods in AI to 

identify and classify freshwater fish species based on their 

images. The KNN method classifies new data into specific 

classes based on the distance between the new data and 

the closest k data through the learning process. This KNN 

model is built by preparing the dataset stages, separating 

the dataset into data-train and data-test with a ratio of 

70%:30%, then building and testing the model. The 

dataset is freshwater fish images, totaling 100 images 

from 10 freshwater fish types. Model testing is done by 

measuring performance using a confusion matrix. Based 

on the test results, the model has an accuracy 

performance of 70%. Thus, KNN can be used as a model 

to identify freshwater fish species based on their image. 
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I. INTRODUCTION 
Indonesia is a maritime and agricultural country with 

immense world fishery potential; both capture fisheries 

and aquaculture [1]. However, fishery growth during the 

Covid-19 pandemic decreased by 0.73% compared to 

2019, which grew by 5.73% [2]. This predicate cannot 

be separated from the diversity of fish species, both 

freshwater, brackish and marine fish. As an agricultural 

country, many people cultivate freshwater fish. There are 

28 species of freshwater fish in Indonesia that are known 

to be identified [3], but only 10 are cultivated for 

consumption [4]. The fish are bawal (pomfret), betutu, 

gabus (cork), 183sian183 (carp), mas (goldfish), lele 

(catfish), mujaer (tilapia), patin (183sian catfish), tawes, 

and nila (tilapia nilotica). Fish have particular shapes, 

sizes, colors, and textures that differ from fish to another. 

These characteristics are often referred to as fish images. 

The problem of recognizing fish species based on their 

appearance is more complex than identifying human 

facial images because fish images are more varied. The 

recognition of fish species is generally done manually 

using eye observation. This makes it difficult to 

distinguish the types of fish for the general public. 

Recognizing the type of fish based on its image requires 

knowledge of the process of object classification. 

The types of freshwater fish were presented by [5-7]. 

The following describes 10 types of freshwater fish as 

objects in this study and examples of fish images as 

presented in Fig. 1. 

Along with the era of the Industrial Revolution (RI) 

4.0, known as the Digital Revolution, the use of 

computer technology is inevitable [8], [9]. The RI 4.0 

marked by the proliferation of computers and the 

automation of records in all fields. One of the signs is the 

implementation of Artificial Intelligence (AI). Machine 

learning (ML), as one of the methods in the field of AI 

(Ahmad, 2017), is a machine developed to learn by itself 

without direction from its users. How to know ML is to 

do training. One of the functions of ML is that it can be 

used to classify objects based on their images. Along 

with the current COVID-19 pandemic, it is undeniable 

that almost all work is done using computer technology  

[10]. In this era, massive changes occur in agriculture,
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Fig. 1 Most consumed freshwater fish 

 

manufacturing, mining, transportation, and technology 

and profoundly impact social, economic, and cultural 

conditions in the world [11]. 

Machine learning (ML) is interpreted as developing a 

machine, in this case, software, which can learn to 

perform specific tasks [12]. One of the tasks that ML can 

do is to recognize objects from digital images. One of 

ML’s most widely used classification algorithms is K-

Nearest Neighbors (KNN) [13]. In principle, KNN will 

classify new data into specific classes based on the 

distance of the new data from the closest k data through 

the learning process (Fig. 2). 

Learning data is depicted in a multidimensional 

space, with each dimension representing each data 

feature. The new data classification is done by looking 

for the labels of the k nearest neighbors. Most labels that 

appear become new data labels. If k = 1, the new data is 

labeled with the nearest neighbor label. The closest 

distance calculation usually uses the Euclidean distance 

(1). 

D(p, q) =  d(q, p) = √∑ (𝑞𝑖 − 𝑝𝑖)2𝑛
𝑖=1         (1) 

where p and q are the two position points to be distanced. 

In other words, the Euclidean distance between points p 

and q is the distance of the line segment connecting them 

[14]. 

The development of research in the AI field with the 

fish domain has been carried out by several researchers, 

including 2015 [15] has implemented a fuzzy database of 

the Tahani model to determine the type of fish feed based 

on the price and nutritional content of feed raw materials. 

Ref. [16] and [17] using fuzzy logic and expert system to 

determine the price of fish feed based on feed formulas 

made from local ingredients around the environment. The 

recommendation system for determining fish species 

based on environmental parameters of cultivated land 

using fuzzy Mamdani was developed by [18] in 2016 and 

continued by [19] in 2017 in the form of the development 

of a decision support system to determine freshwater fish 

species for rearing business. Furthermore [20] conducted 

research using an expert system to determine the type of 

cultured fish based on water quality, and [21] determined 

the kind of freshwater fish for enlargement using 

Multicriteria Decision Making (MCDM). Meanwhile, in 

2020 [22] identified fish species using CNN 

(Convolution Neural Networks). Related to fish image 

research that has been done [23] and [24], namely 

classifying fish with formalin, using different methods. In 

addition, [25] classifies tuna images based on shape 

descriptors and saline points.
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Fig. 2 Illustration of the KNN method 

 

Based on the description that has been submitted, in 

this study, a machine learning-based model will be built 

to classify freshwater fish species based on their image. 

The type of freshwater fish that is classified is the 

consumption fish which consists of 10 types as have been 

mentioned. The urgency of this research is to produce a 

machine learning-based model that can be developed 

into an appropriate technology in the form of software 

that can help the community/users to identify the exact 

type of freshwater fish. This research produces a 

classification model for freshwater fish species using 

KNN method.  

II. METHOD 

The research stages of developing a model based on 

the KNN method are presented in Fig. 3. The dataset 

used in this study is in the form of image characteristics 

of freshwater fish and is taken from various sources, 

namely books, journal and proceedings articles, and the 

internet. At this stage, the dataset is separated into 2 parts, 

training data and testing data. Training data is used to 

train the model, while testing data is used to determine 

the performance of the trained model. The ratio between 

training and testing data is 70%:30%. 

The testing phase is carried out after conducting 

training on the data train. Model testing is done using a 

testing data. Furthermore, the performance of the model 

is measured and analyzed using a confusion matrix with 

an explanation, as shown in Fig. 4. 

Some of the symbols in Fig. 4 are described as follows: 

 True Positive (TP): the number of data that has a 

Positive value and is predicted to be correct as 

Positive. 

 False Positive (FP): the amount of data that is 

Negative but is predicted to be Positive. 

 False Negative (FN): the amount of data that is 

Positive but is predicted to be Negative. 

 True Negative (TN): the number of data that is 

Negative and is predicted to be true as Negative. 

 

 

Fig. 3 KNN method development flow 
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Fig. 4 Illustration of confusion matrix analysis 

 

Performance analysis using a confusion matrix has 4 

indicators: accuracy, precision, recall, and F1_Score. 

The accuracy value is obtained from the number of 

positive data predicted to be positive and negative data 

that is expected to be negative divided by the total data 

in the dataset as in (2). At the same time, precision is the 

probability of a positive predicted case that belongs to 

the positive category case using (3). Meanwhile, recall is 

the probability of a case with a positive category 

correctly predicted to be positive using (4). Finally, the 

value of F1_Score, also known as F_Measure, is 

obtained from the precision and recall results between 

the predicted category and the actual category as in (5). 

          𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑁
                                 (2) 

        

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                            (3) 

      

  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                             (4) 

  𝐹_𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
         (5) 

with N = total data 

III. RESULTS AND DISCUSSION 

The classification method used is an algorithm in 

supervised learning because, in its development, a target 

in the form of freshwater fish is needed. Supervised 

learning is a machine learning algorithm that, in its 

learning process, requires a series of correct input-output 

examples as a supervisor or coach. This series of input-

output samples are then used to train the algorithm to 

produce an output in the form of an appropriate label 

when given new data input. In this study, the input is the 

image of freshwater fish, while the label is the type of 

fish. 

 

 

 

A. Dataset 

Research data on freshwater fish images were 

obtained from various sources, namely books, internet 

websites, and journal articles—image data obtained as 

many as 10 kinds for each type of fish, totaling 10. The 

ten types of fish are pomfret, betutu, cork, carp, mas, 

catfish, mujaer, catfish, tawes, and tilapia. Thus, the fish 

image dataset used is 100, divided into a data train of 70 

image data (70%) and a data-test of 30 image data (30%). 

The research dataset is shown in Table I. 

B. KNN Model 

The KNN model, as shown in Fig. 3, can be explained 

as follows. Input the model in the form of fish images in 

the dataset. Each fish image is feature extracted using the 

GLCM (Gray-Level Cooccurrence Matrix) method. This 

method is used to extract image features based on their 

texture. An example of an extracted image feature is 

presented in Fig. 5. Split data divides the dataset into 70 

data-train and 30 data-test. 

The process in the KNN model begins with 

determining the value of k = 3 to take the number of 

neighbors generated when calculating the distance. The 

calculation of the distance between the data-test and the 

data-train was used in the Euclidean method as in (6). An 

example of the distance calculation using the Euclidean 

method is presented in Table II. 

       

 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 = √∑ (𝑥𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑖
− 𝑥𝑡𝑒𝑠𝑡𝑖𝑛𝑔𝑖

)
2𝑛

𝑖=1      (6) 

C. Model Testing 

The classification results using KNN are then 

evaluated by measuring the model’s performance using 

a confusion matrix. The measurement components 

include accuracy for all classes, precision, recall, and 

F1_score for each class. The evaluation results are 

presented in Fig. 6. The KNN classification using the 

Euclidean method predicts 24 true positive data out of 

30. For false positive prediction data, there are 6 

(calculated from the number of positive predictions 

column) and 6 false negative prediction data (calculated  

 

 
Fig.5 A fish extracted image using GLCM 
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TABLE I 

RESEARCH DATASET  

No. Fish image Fish type Class 

1. 

 

nila 1 

2. 

 

nila 1 

3. 

 

lele 2 

4. 

 

lele 2 

5. 

 

bawal 3 

…    

100. 

 

betutu 10 

 
TABLE II 

EXAMPLE OF DISTANCE CALCULATION RESULTS USING THE EUCLIDEAN METHOD WITH K = 3 

Data-test (i) 
Euclidean 

distance 

Neighbor’s 

class 
Target class Class Information 

1 0,2416 9 9 9 True 

0,2687 6 

0,3270 9 

2 0,2240 7 7 7 True 

0,2812 7 

0,3335 7 

3 0,2805 2 2 2 True 

0,2980 2 

0,3336 3 

…      

30 0,4686 6 5 6 False 

0,6690 9 

0,6715 4 
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Fig. 6 The results of the calculation of the confusion 

matrix in the Euclidean method with k = 3 

 

from the true positive count line). Based on equations (2) 

to (5), then obtained values as follows: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
21

30
𝑥100%= 70% 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
9

9 + 3
𝑥100% = 75% 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
9

9 + 6
𝑥 100% = 60% 

𝐹1_𝑠𝑐𝑜𝑟𝑒 =  
2 𝑥 75% 𝑥 60%

75% + 60%
= 67% 

 

IV. CONCLUSION 

As a machine learning method, the K-Nearest 

Neighbor (KNN) classification can be used to identify 

freshwater fish species based on their image. The testing 

results show an accuracy of 70%, which means that the 

model's performance is quite good. The limitation of this 

research is that the input image is a single fish image, not 

in groups. Therefore, it is recommended to continue 

recognizing or identifying fish species based on images 

in groups. 
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