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Abstract. Logistic regression (LR) is a model that associates the relationship between category-type response 

variables with quantitative or quantitative and qualitative predictor variables.  The prediction of the LR model is in 

the form of probability.  This research studied logistic regression (LR) models and Classification Trees in the case of 
ordinal response variable types.   The data used in this research from The Central Statistics Agency (BPS).  The 

research variables used are Human Development Index (HDI), gross enrollment rate for high school, percentage of 

poor people, open unemployment, and percentage of married age <17 years and some of the related predictor 

variables in Central Java Province in 2018.  The HDI data is categorized into three levels, namely very high, high, 
and moderate. The results of the ordinal LR model show that there are three factors that influence the HDI, they are 

the gross enrollment rate for high school (GER), the percentage of the poor, and the proportion of women who 

married at the age of less than 17 years. Comparison of the accuracy LR model and Classification Tree in 

classification analysis shows that if the training data used is 60%-70% the LR model is better than Classification 
Tree, while the training data used is more than 70% and less than 86% then the Classification Tree model is better 

than LR. 
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1. INTRODUCTION 

The Human Development Index (HDI) introduced by United Nations Development Program (UNDP) 

since 1990 is used as one of the measurements of human development success carried out in a region at any 

given time.  Range of the HDI value is from 0 to 100 and the achievement values are grouped into 4 categories 

namely low category  (HDI < 60),  medium category, (60 ≤ IPM < 70)  high category, (70 ≤ IPM < 80), 

and very high category  (80).≥ [1]. The HDI in Central Java Province from 2010 to 2018 has increased. 

Nevertheless, the HDI value in Central Java Province still less than national level [2]. The change in HDI 

value is influenced by many factors. Some previous researchers mentioned that the variables that affect HDI 

are the gross enrollment rate of high school (GER), percentage of the poor people, open unemployment 

rate, and percentage of the female population whose first marriage age is less than 17 years [4]–[6]. 

One of many methods to analyze the factors that affect HDI is logistic regression analysis.  Relevant logistic 

regression model When a ordinal-scale response variable is an ordinal logistic regression model [7]. 

Logistic regression models be able to predict the probability of events based on predictor variables. 

Logistic regression models can also be used for classification using the probability obtained.  Several 

researchers have studied of the relative usefulness of logistic regression approaches,  classification  and 

regression trees  (CART),  chi-squared automatic interaction detection  (CHAID), and  multi-layer 

perceptron neural networks  (MLPNN) in predicting the bad behavior of inmates. [8].  While in terms of the 

classification analysis process there is also an algorithm that combines aspects of classification and 

regression. [9].  On the other hand, in classification analysis there are also many methods that are often used, 

including classification trees and random forests.  In the case of classification, if the data analyzed is large 

enough, the classification method can use random forests.  Random forest method is commonly used for 

classification with high-dimensional data that is able to rank prospective predictors through measurement of 

the importance of its innate variables. [8]. This method can be applied to many types of regression problems 

including nominal response variables, metrics, and survival analysis [8].  

In this study we used low-dimensional data, so we used classification tree analysis.  We use 

classification tree for HDI data analysis. Furthermore, the result accuracy and misclassification of the 

classification tree model is compared to the logistics model.  Thus, the purpose our research is to compare 

the accuracy of logistic regression models and classification tree model for ordinal data, and to analyze 

factors that affect HDI in Central Java in 2018. 

 

 

2. RESEARCH METHODS 

The method used in this study is applying the logistic regression model and classification tree model 

to the Human Development Index (HDI) for ordinal response data in Central Java Province in 2018. The 

data used is secondary data, namely Human Development Index (HDI) data in 29 districts and 6 cities in 

Central Java Province in 2018 which are divided into three categories and data from variables that are 

suspected to affect HDI.  These variables include the gross enrollment rate of high school (𝑥1), percentage 

of poor people (𝑥2), open unemployment rate (𝑥3), and the percentage of women whose first marriage age 

is less than 17 years (𝑥4).  The data was obtained from the central statistics agency (BPS) of Central Java 

Province (https://jateng.bps.go.id/). In this study, the division of HDI classification based on BPS is divided 

into three classifications, namely very high, high, and medium. 

 

2.1 Ordinal Logistic Regression Model 

Logistic regression model is one of the statistical methods used to analyze the relationship between 

response variables and predictor variables, when the response variables are categorical. If the response 

variable of a logistic regression model has three or more categories with a ordinal scale, then the regression 

model is called ordinal logistic regression. [7],[9].  Suppose Y is a variable with a J category, and that is 

ordinal in scale and x is vector of predictor variables. The ordinal logistic regression model is expressed with 

[10]. 

𝑷(𝒀 ≤ 𝒋|x) = 𝝅𝟏(x) + 𝝅𝟐(x) + ⋯ + 𝝅𝒋(x), 𝒋 = 𝟏, 𝟐, … , 𝑱 − 𝟏.          (1) 

If we set 𝑳𝒋 = 𝐥𝐨𝐠𝐢𝐭[𝑷(𝒀 ≤ 𝒋|x)], then the model on (1) can be written by 

https://jateng.bps.go.id/
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𝑳𝑱−𝟏 = 𝐥𝐨𝐠 [
𝑷(𝒀≤𝑱−𝟏|x)

𝟏−𝑷(𝒀≤𝑱−𝟏|x)
] = 𝜷𝟎𝑱−𝟏

+ 𝜷𝟏𝒙𝟏 + ⋯ + 𝜷𝒑𝒙𝒑.                (2)  

From the equation (2), we found the probability for j category  

𝝅𝒋(x) =
𝒆

𝜷𝟎𝒋+∑ 𝜷𝒌𝒙𝒌
𝒑
𝒌=𝟏

𝟏+𝒆
𝜷𝟎𝒋+∑ 𝜷𝒌𝒙𝒌

𝒑
𝒌=𝟏

−
𝒆

𝜷𝟎𝒋−𝟏+∑ 𝜷𝒌𝒙𝒌
𝒑
𝒌=𝟏

𝟏+𝒆
𝜷𝟎𝒋−𝟏+∑ 𝜷𝒌𝒙𝒌

𝒑
𝒌=𝟏

, 𝒋 =  𝟐, 𝟑, … , 𝑱 − 𝟏           (3) 

where 𝜋𝑗(x) states the probability of category j when given the predictor variable x. An important problem 

in modeling is the parameter estimation.  Here, we use maximum likelihood estimation (MLE) for 

parameter estimation in this model [11].  In the MLE method, we must find an estimator value that which 

maximize the likelihood function. In its application to find estimators, the likelihood function is transforms 

likelihood to ln(likelihood).  Logarithm natural likelihood function of the logistic regression model is, 

𝐿(𝜷) = ∑ ∑ 𝑦𝑗𝑖
J
j=1 ln[𝜋𝑗(𝐱𝑖)]  

𝑛
𝑖=1       (4) 

It can be seen that 𝜋𝑗(𝐱𝑖) it is a function of the parameter, and the result of the parameter estimation, 

then the parameter significance test is carried out.  One to test significance is the likelihood ratio test.   The 

likelihood ratio test is used to test whether the predictor variable has an overall effect on the response 

variable or not. This test compares the loglikelihood value of a complete model against a model that is 

only by constants (models without predictor variables). The test statistics used are[10] 

𝐺 = −2 log [
𝑙0

𝑙1
],             (5) 

where  𝑙0 is the likelihood of a model without predictor variables and 𝑙1 is the likelihood of a model involve 

predictor variable(s).  After obtaining the results of the overall significance test, then each predictor variable 

is tested to identify which predictor variables have an effect.  The Wald test is used to test whether each 

predictor variable partially has a significant on the response variable or not. The test statistics used are [10] 

𝑊𝑘 = [
𝛽̂𝑘

𝑆̂𝐸(𝛽̂𝑘)
]

2

                 (6) 

where 𝛽̂𝑘 is estimator of the parameter k, and an 𝑆̂𝐸(𝛽̂𝑘) is standard deviation of 𝛽̂𝑘, 𝑘 = 1, 2, … , 𝑝. 

 
2.2 Classification Tree Model 

Suppose that there is data with response variable Y has J in the ordered category, 𝑤1 < 𝑤2<…<𝑤𝐽, 

and there are p predictor variables, 𝑋1, 𝑋2. . . , 𝑋𝑝, for n sample unit. According to  [12] The classification rule 

is the function d(x) defined on  X so that for each  x, d(x) equals one of the numbers 1, 2, ..., J.   In terms of 

classification, the rules of the impurity function are important in classifying.  Impurity function   for category 

variables on[13] 

 

𝑖𝐺𝐺 = ∑ ∑ 𝐶(𝑤𝑗|𝑤𝑘)𝑝(𝑤𝑗|𝑡)𝑝(𝑤𝑘|𝑡)
𝐽
𝑙=1

𝐽
𝑘=1 ,     (7) 

 

where 𝐶(𝑤𝑗|𝑤𝑘)is the cost of misclassification of sample units assigning categories to category sample 

units𝑤𝑗𝑤𝑘 and 𝑝(𝑤𝑗|𝑡)is the proportion of units in node t category j of Y, j=1, 2, …, J.  𝐶(𝑤𝑗|𝑤𝑗) = 1, 𝑗 =

1,2, . . . , 𝐽, and 𝐶(𝑤𝑗|𝑤𝑘) = 𝐶(𝑤𝑘|𝑤𝑗), 𝑗, 𝑘 = 1,2, . . . , 𝐽.  For any split of binary value of s on node t, the units 

in node t are partitioned into child nodes tR and tL.  The impurity parent node is calculated using: 

 

∆𝐼𝑝𝑚𝐺𝐺(𝑡, 𝑠) = 𝑝(𝑡)𝑖𝐺𝐺(𝑡) − 𝑝(𝑡𝑅)𝑖𝐺𝐺(𝑡𝑅) − 𝑝(𝑡𝐿)𝑖𝐺𝐺(𝑡𝐿),   (8) 

 

where 𝑝(𝑡), 𝑝(𝑡𝑅), and 𝑝(𝑡𝑅) are proportion of nodes 𝑡,  𝑡𝑅 dan 𝑡𝐿, respectively.   Hereinafter, suppose that 

the set of scores 𝑠1 < 𝑠2 <. . . < 𝑠𝐽  are J category.  The cost of misclassification is to replace 𝐶(𝑤𝑗|𝑤𝑘) 

deviance or also absolute deviation.  If 𝐶(𝑤𝑗|𝑤𝑘) deviance, 𝐶(𝑤𝑗|𝑤𝑘) = (𝑠𝑗 − 𝑠𝑘)2, then impurity is [13] 

 

𝑖𝐺𝐺2 = ∑ ∑ (𝑠𝑗 − 𝑠𝑘)2𝑝(𝑤𝑗|𝑡)𝑝(𝑤𝑘|𝑡)
𝐽
𝑙=1

𝐽
𝑘=1 ,     (9) 

Furthermore, the equation in (9) can be rewritten as  
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𝑖𝐺𝐺2 = 2 ∑ (𝑠𝑗 − 𝑠̅(𝑡))2𝑝(𝑤𝑗|𝑡)
𝐽
𝑗=1 =

2

𝑝(𝑡)
𝑆𝑆(𝑡),     (10) 

 

where 𝑆𝑆(𝑡) is deviance of 𝑠1.𝑠2,…,𝑠𝐽 scores.  Furthermore, from this impurity we obtained the split function 

in the equation (11) 

  

∆𝐼𝑝𝑚𝐺𝐺(𝑡, 𝑠) =
2

𝑛
[𝑆𝑆(𝑡) − 𝑆𝑆(𝑡𝑅) − 𝑆𝑆(𝑡𝐿).   (11) 

 

The equation in (11) accordance with the ANOVA separator function of a regression tree built using a 

scores s1, s2 ,…, sJ  as the numerical value of the ordered response variable Y.  For model implementation, 

R part package software is used [14]. 

 

 

3. RESULTS AND DISCUSSION 

3.1. HDI Description Analysis 

Central Java Province is a province consisting of 29 districts and 6 cities and is in the central part of 

Java Island. Central Java Province is one of the provinces in Java Island whose human development status 

has begun to be categorized high since 2017. In 2018, the Central Java HDI increase 0,6 points to 71,12 and 

according to BPS, HDI levels in each region in Central Java Province have different values for each residen 

and city. [1], [3], [4].  

 

 
 

Figure 1. Pie Chart of HDI in Central Java Province in 2018 

 

Based on Figure 1. It is seen that there are no residence / cities that fall into the low category.  Based 

on Figure 1, we also see that 8,57% which is in medium category, (Y=1), 45,71% which is in the high category 

(Y=2), and 45,71% which is in the very high category (Y=3). Therefore, the HDI category in this study is 

divided into three, namely medium (Y= 1), high (Y= 2), and very high (Y= 3). 

 

3.2. Ordinal Logistic Regression  

The important thing to do in a logistic regression model is to test the significance of the model 

parameters with complete and partial predictor variables.   This test is used to determine whether a predictor 

variable influences the response variable. 

 

3.2.1 Initial model 

The initial model parameter significance test is jointly performed with the likelihood ratio test. This 

test compares the log likelihood values of the complete model (the model with all predictor variables) against 

the model that is only with constants (models without predictor variables). The test statistics used are [10] 

𝐺 = −2 ln [
𝑙0

𝑙1
] where 𝑙0 is likelihood of model without predictor variables and 𝑙1 is the likelihood  of a model  

with predictor variables. 
 

Table 1. Sequential Test of initial (1) and final (2) model 

Significance test G-value Chi Square value Conclusion 

1 44,496 9,488 H0  rejected 

2 43,402 7,815 H0  rejected 
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Based on the Table 1, initial model and the second model are significant (𝐺 > 𝑋2
(𝛼,𝑝)), so the H0 was 

rejected. This means that there is at least one predictor variable affects the response variable.  Next, we test 

the significance of the initial model partially.  Significant tests of the initial model are partially used to 

determine the predictor variables that significantly affect the model. Variable testing by using Wald test. This 

statistic test is  𝑊𝑘 = [
𝛽̂𝑘

𝑆̂𝐸(𝛽̂𝑘)
]

2

[1].  The result of this statistic test are Presented in Table 2 and Table 3. 

Based on Table 2 and Table 3, we can see that p-value < 𝛼 for GER for high school (𝑥1), Percentage of 

poor people (𝑥2), and Percentage of married age <17 years (𝑥4).  Therefore, H0 was rejected. However, open 

unemployment is not significant (p-value > 0,05). This means that gross enrollment rate of high school, 

percentage of poor people, and percentage of married age <17 years influence response variables. 

 
Table 2.   Partial Test of Initial Model Estimation 

Predictor variable notation Parameter coefficient p-value Conclusion 

Intercept category 1  𝛽01 -4,453 - - 

Intercept category 2  𝛽02 5,370 - - 

GER for high school 𝑥1 𝛽1 0,172 0,033 Significant 

Percentage of poor 

people 
𝑥2 𝛽2 -0,825 0,014 

Significant 

Open unemployment 𝑥3 𝛽3 -0,350 0,317      Not significant 

Percentage of married 

age <17 years 
𝑥4 𝛽4 -0,521 0,029 

       Significant 

 

Table 3. Partial Test of Final Model Estimation 

Predictor variable Notation  Parameter coefficient p-value Keputusan 

Intercept category 1   𝛽01 -5,496 - - 

Intercept category 2   𝛽02 3,819 - - 

GER for high 

school 
𝑥1 

 
𝛽1 0,139 0,038 

Significant 

Percentage of poor 

people 
𝑥2 

 
𝛽2 -0,787 0,016 

Significant 

Percentage of 

married age <17 

years 
𝑥4 

 

𝛽4 -0,537 0,026 

Significant 

 

3.2.2 Final Model 

In the final model, all of predictor variables (gross enrollment rate for high school, percentage of poor 

people, and percentage of married women aged <17 years) are significant.  Furthermore, we then used three 

predictor variables.  From the results of the estimation of parameters of the second model using R i386 

3.6.1 obtained two logit function, as follows: 

 

𝐿1 = −5,496 + 0,139𝑥1 − 0,787𝑥2 − 0,537𝑥4 

𝐿2 = 3,819 + 0,139𝑥1 − 0,7874𝑥2 − 0,537𝑥4 

 

𝐿1 = 𝐿1(Y=1) is an estimate of the logit function for a medium category and 𝐿2 = 𝐿2(Y=2) is an estimate of 

the logit function for a high category HDI variable. 

 

 

3.2.3 Goodness of Fit 

Goodness of fit is a test that aims to find out whether the model fit to the data.  The test used for 

Goodness of Fit for 𝑂𝑗 logistic regression models is 𝐷 = 2 ∑ [𝑂𝑗log (
𝑂𝑗

𝑛𝜋𝑗̂(x)
)]

𝐽
𝑗=1 , where 𝑂𝑗 is frequency 

of the j category [1]. This test is called the Deviance test. Based on this statistic test, we found 𝐷 =

21,435 < 𝑋2
(0,05:65) = 84,821.  Therefore, we concluded that the model fitted to the data. 
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3.2.4  Accuracy of Classification Results  

The accuracy of the model is measured by comparing each category (class) the actual HDI and the 

predicted HDI.  The classification accuracy will be tried with two scenarios scenario 1 and scenario 2. In the 

scenario 1, we use all observation as training data.  Scenario 2 is to use data that is divided into two, namely 

training and testing data.  

Table 4. Table of classification accuracy scenario 1 of LR model 

HDI 

Actual 

HDI predictions 

1 2 3 

1 14 2 0 

2 2 13 1 

3 0 1 2 

 

Elements on the main diagonal are the result of correct classification.  For example, in category 1 there 

are 16 regencies / cities and after the model and predicted category.  It turns out that entering category 1 there 

are 14, and 2 other regencies / cities incorrectly classified into category 2.  In category2, there are 16 

regencies/ cities and after the model and predicted category. It turns out that entering category 2 there are 13, 

2 other districts / cities misclassify to category 1, and 21 other districts / cities misclassify to category 3.  In 

category 3, there are 3 regencies / cities and after obtaining the model and predicted the category, it turns out 

that entering category 3 there are 2, 1 other district incorrectly classified to category 2. 

Based on the Table 4, the true prediction of a category or class is 14+13+2 =29, so the percentage of 

misclassification [(35-29)/35]x100% = 17.14%.  

Table 5. Table of classification accuracy scenario 1 of Classification Tree model 

HDI 

 Actual 

HDI prediction 

1 2 3 

1 14 2 0 

2 3 13 0 

3 0 3 0 

 

Based on the Table 5, the true prediction of a category or class 14+13+0=27. Thus, the percentage of 

misclassified percentages of [(35-27)/35]x100%=22.86%.  Therefore, based on this misclassified 

percentages, we conclude that the LR is better than Classification Tree. 

The next step is to test reliability of the models based on data in scenario 2.  Here, to create the model, 

we used data training and subsequently to test the model using data testing.   The training data comprises 

60% to 85% of the total observations and data testing the rest of the percentage taken by training data.  

Therefore, in this scenario were six sub table of classification accuracy for each model data testing.  For 

example, if the data use 60% of observation (21), then we use 14 for testing, we can calculate classification, 

accuracy and so on.  

The accuracy of the logistic regression and classification tree models based on scenario 2 are 

presented in Table 6 and Table 7, respectively. 

Table 6. Table of classification accuracy scenario 2 of LR model 

HDI 

Actual 

HDI predictions 

60% 65% 70% 75% 80% 85% 

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

1 6 2 0 5 2 0 4 1 0 4 0 0 3 0 0 2 0  

2 1 5 0 1 5 0 1 5 0 1 4 0 1 3 0 1 3 0 

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

misclassific

ation 
21,43%. 23,08% 18,18% 11,11% 14,29% 16,67% 
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Table 7. Table of classification accuracy scenario 2 of Classification Tree model 

HDI 

Actual 

HDI predictions  

60% 65% 70% 75% 80% 85% 

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

1 3 5 0 2 5 0 3 2 0 2 2 0 3 0 0 2 0 0 

2 0 6 0 0 6 0 2 4 0 0 5 0 0 4 0 0 4 0 

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

misclassific

ation 
35,71%. 38,46% 36,36% 22,22% 0,00% 0,00% 

 

For data training 60%, the accuracy LR is 21,43% and the accuracy classification tree is 35,71%.  For 

data training 65%, the accuracy LR is 23,08% and the accuracy classification tree is 38,46%, and so on.  

Based on Table 6 and Table 7, we can conclude that for data training no more than 75%, the LR model is 

better than classification tree, vice versa. 

 

3.1 Interpretation of LR Model 

Model interpretation is intended to look at the effect of predictor variables on response variables.  The 

data used to build the model is the overall data.  Therefore, in this case, the model taken is a logistic regression 

model.  The interpretation of parameters in a logistic regression model aims to determine the meaning of the 

estimated value of the parameter on the predictor variable. In ordinal logistic regression, the parameter 

estimation value can be used to calculate the odds ratio. The odds ratio is listed in Table 7. 

 
Table 8. Odds Ratio (OR) of the LR Model 

Predictor variable OR 

𝑥1 1,149 

𝑥2 0,455 

𝑥4 0,584 

 

Based on Table 8, we can interpretate as follows. The value of 𝑂𝑅j(𝑥1) = 𝑒𝛽1 = 1,149. This means 

that for each category j, the increase in the gross enrolment rate of high school (GER high school) 1% can 

increase the value to 1,149 times. The value of 𝑂𝑅j(𝑥2) = 𝑒𝛽2 = 0,455 mean that for increasing in the 

number of poor people 1% can reduce the value to 1/0.455 or 2,198 times.  The 𝑂𝑅j(𝑥4) = 𝑒𝛽4 = 0,584. 

This means that for each category j, the increase in the value of the married female population at the age of 

less than 17 years by 1% can reduce the value to 1,712 times less than if there is no increase.odds (𝑌 ≤ 𝑗|𝑥𝑘). 
 

 
4. CONCLUSIONS 

1. The predictor variables that affect HDI are GER (𝑥1), percentage of poor people  (𝑥2), percentage 

of married women less than 17 years of age  (𝑥4).  The predictor variables that have no significant 

is open unemployment rates(𝑥3).  

2. The gross enrollment rates of high school increases can increase the HDI. The percentage of the 

poor people and the percentage of the married female population at the age of less than 17 years 

negatively affect the HDI.   Therefore, increase percentage of the poor people and the percentage of 

the married female population at the age of less than 17 years can decrease the HDI category. 

3. Probability for each response category from ordinal logistic regression are 

𝜋1(x)=𝑃(𝑌 = 1|x) =
exp(−5,496 + 0,139𝑥1 − 0,787𝑥2 − 0,537𝑥4)

1 + exp(−5,496 + 0,139𝑥1 − 0,787𝑥2 − 0,537𝑥4)
 

𝜋2(x)=𝑃(𝑌 = 1|x)=
exp(3,819 + 0,139𝑥1 − 0,787𝑥2 − 0,537𝑥4)

1 + exp(3,819 + 0,139𝑥1 − 0,787𝑥2 − 0,537𝑥4)

−
exp(−5,496 + 0,139𝑥1 − 0,787𝑥2 − 0,537𝑥4)

1 + exp(−5,496 + 0,139𝑥1 − 0.787𝑥2 − 0.537𝑥4)
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𝜋3(x)=𝑃(𝑌 = 1|x)=1 −
exp(3,819 + 0,139𝑥1 − 0,787𝑥2 − 0,537𝑥4)

1 + exp(3,819 + 0,139𝑥1 − 0787𝑥2 − 0,537𝑥4)
 

 

4. The results of misclassification of logistic regression models and CART classification models in varying 

percent errors. If the training data used is less than 75%, then the ordinal logistic regression models is better, 
while for percent the training data is more than 75% then the CART model is better. 
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