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Early Detection of Diabetes Using Machine Learning with 

Logistic Regression Algorithm 
Erlin1*, Yulvia Nora Marlim2, Junadhi3, Laili Suryati4, Nova Agustina5 

Abstract—Diabetes is one of the deadliest diseases in the world, 

including in Indonesia. It can cause complications in numerous 

body parts and increase the overall risk of death. One way to 

detect diabetes is to use machine learning algorithms. Logistic 

regression is a classification model in machine learning widely 

used in clinical analysis. In this paper, a predictive model was 

created in Python IDE using logistic regression to conduct an early 

detection if a person has diabetes or not depending on the initial 

data provided. The experiment was carried out using a dataset 

from the Pima Indians Diabetes Database, which consisted of 768 

patient data with eight independent variables and one dependent 

variable. Exploratory data analysis was applied to obtain 

maximum insight of the datasets owned by using statistical 

assistance and presenting them through visual techniques. Some 

dataset variables contained incomplete data. Missing data values 

were replaced with the median value of each variable. Unbalanced 

data was handled using the synthetic minority over-sampling 

technique (SMOTE) to increase the minority class through 

synthetic data sampling. The model was evaluated based on the 

confusion matrix, which showed a reasonably good performance 

with an accuracy value of 77%, precision of 75%, recall of 77%, 

and F1-score of 76%. In addition, this paper also used the grid 

search technique as a hyperparameter tuning that could improve 

the performance of the logistic regression model. The primary 

model performance with the model after applying the grid search 

technique was tested and evaluated. The experimental results 

showed that the hyperparameter tuning-based model could 

improve the performance of the logistic regression algorithm for 

prediction with an accuracy value of 82%, precision of 81%, recall 

of 79%, and F1-score of 80%. 

Keywords—Early Detection, Diabetes, Machine Learning, Logistic 

Regression, Grid Search. 

I. INTRODUCTION 

Diabetes is a chronic metabolic disease characterized by 

elevated levels of glucose (blood sugar) that are higher than 

average, caused by impaired insulin secretion or impaired 

biological effects [1]. Diabetes can cause complications in 

many body parts and increase the overall risk of premature 

death. Possible complications include kidney failure, leg 

amputation, vision loss, and nerve damage. Adults with 

diabetes also have a two to triple increased heart attack and 

stroke risk. During pregnancy, poorly controlled diabetes will 

increase the risk of fetal death and other complications [2]. 

The number of people with diabetes increases yearly, both 

from the number of cases and the prevalence. In 2019, globally, 

the number of people with diabetes reached 463 million people. 

This number is predicted to grow up to 700 million people by 

2045. Most diabetics live in low and middle-income countries, 

while 1.6 million deaths are directly caused by diabetes each 

year. It makes diabetes one of the ten leading causes of death 

worldwide [3]. 

In 2019, Indonesia ranked 7th in the world, after China, India, 

the United States, Pakistan, Brazil, and Mexico, as the country 

with the highest number of diabetics, with 10.7 million people. 

In 2020, this number increased to 10.8 million, with a 

prevalence rate of patients with diabetes reaching 6.2%. It is 

estimated that the number of diabetics in Indonesia will 

increase to 16.7 million in 2045 [4]-[7]. 

Regarding the relationship between the risk of developing 

complications from diabetes and the effects of death caused by 

this disease, early detection of diabetes is essential. Patients can 

delay and prevent the disease progression to acute diabetes 

when detected early. Disease prevention is significantly 

cheaper and more accessible than treating hyperglycemia and 

diabetes complications. Therefore, identifying, diagnosing, and 

analyzing diabetes quickly and accurately is a beneficial and 

crucial research topic. In the medical field, the diagnosis of 

diabetes is based on blood sugar levels, including current blood 

sugar levels, fasting blood sugar levels, and blood sugar 

tolerance levels [8]-[9]. The results of measuring blood sugar 

levels will indicate whether a person has diabetes. The earlier 

the diagnosis and detection are made, the easier it is for diabetes 

to be controlled and treated. 

One way to detect diabetes is to use machine learning 

algorithms [10]-[12]. This algorithm has been widely used in 

various fields, including the health sector [13]-[14]. Logistic 

regression is one of the popular machine learning algorithms 

used for classification problems and is a predictive analysis 

algorithm based on the concept of probability. Logistic 

regression provides a better level of accuracy compared to k-

nearest neighbor (k-NN) [15], decision tree [16], or other 

classifier models [17]. 

Several other studies also strengthen the results of previous 

studies regarding the reliability of logistic regression in 

predicting various types of disease. The use of logistic 
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regression to predict cardiovascular disease achieved an 

accuracy of 85% [18]. Logistic regression was also used to 

predict chronic kidney disease and showed that logistic 

regression tended to have lower overfitting than random forests 

and neural networks [19]. Identification and prediction of liver 

disease by comparing the logistic regression algorithm with 

four other algorithms also showed that the accuracy of logistic 

regression was better than k-NN, support vector machine 

(SVM), decision tree, and random forest [20]. Another study 

also compared three machine learning models, namely neural 

network, naïve Bayes, and logistic regression, to detect diabetes 

in 768 data derived from Kaggle data. The experimental results 

showed that the logistic regression algorithm was better than 

the other two algorithms, with an accuracy of 75.78%, 

compared to Nave Bayes with an accuracy of 74.87% and 

neural networks with an accuracy of 69.27% [21]. The 

evaluation of logistic regression performance was also 

compared with other machine learning algorithms. It was 

proven that logistic regression was as good as the neural 

network algorithm and SVM in predicting chronic diseases 

such as kidney disease, heart disease, diabetes, and 

hypertension [22]. 

Based on several advantages of logistic regression, this paper 

used a logistic regression algorithm for early detection by 

predicting whether a person had diabetes or not based on the 

initial data provided. The research showed that the logistic 

regression algorithm performed well in accuracy, precision, 

recall, and F1-score. In addition, this study also conducted 

experiments using the grid search technique, which is an 

approach contained in the packet selection model from scikit-

learn that can be used to improve the performance of the 

resulting model [23]-[24]. Grid search will automate setting 

hyperparameters, which will take a lot of time and resources 

[25]. The use of grid search in this study is proven to be able to 

improve the performance of the logistic regression model with 

better accuracy values. 

II. METHODOLOGY 

A logistic regression algorithm was used to predict diabetes 

in 768 available data. Prediction using logistic regression 

requires steps shown in Fig. 1, starting from determining the 

dataset to evaluating and deploying the model. This logistic 

regression implementation used the sci-kit learn library from 

Python, which eased data manipulation, visualization, and 

analysis easier. 

A. Dataset Determination  

The dataset used in this study was taken from the National 

Institute of Diabetes and Digestive and Kidney Diseases as part 

of the Pima Indians Diabetes Database [26]. The dataset 

consisted of several medical predictor variables (independent)  

and one target variable (dependent), namely Target (outcome), 

as shown in Table I. 

B. Load and Read the Data     

Datasets in .csv format were loaded into independent 

variables. There were 768 patient data, all of whom were 

women aged 21 years and above, consisting of nine variables: 

eight independent variables, namely Pregnancies, Glucose, 

BloodPressure, SkinThickness, Insulin, BMI, 

DiabetesPedigreeFunction/DPF, and Age; and one dependent 

variable, namely Target. The results of checking the dataset 

using data.head() showed that several variables had a value of  

0, which indicated a missing value.  

C. Data Exploration Analysis 

Data exploration analysis aims to analyze the dataset used to 

summarize the main characteristics of the dataset using the help 

of statistics and presenting it through visual techniques. At this 

stage, the data were checked before the model was built, so 

maximum insight was obtained from the owned dataset. 

Dataset

Load and Read the 

Data

Exploratory Data 

Analysis

Data Preprocessing

Basic Model

Evaluation of

Confusion Matrix

Hyperparameter Tuning

Best Model

Evaluation of

Confusion Matrix
 

Fig. 1 Research design. 

TABLE I 

VARIABLES USED IN THE DIABETES PREDICTION 

No. Variable Information   

1 Pregnancies 

Pregnancy: the number of 

times that the patient has been 

pregnant 

2 Glucose 

Two-hour plasma glucose 

concentration in an oral 

glucose tolerance test 

3 BloodPressure 
Blood pressure: diastolic 

blood pressure (mmHg) 

4 SkinThickness 
Triceps skinfold thickness 

(mm) 

5 Insulin 
Two-hour serum insulin 

(µlU/mL) 

6 BMI body mass index (kg/m2) 

7 
DiabetesPedigreeFunction/

DPF 

A function that assesses the 

likelihood of diabetes based 

on family history 

8 Age Age in this year 

9 Outcome/Target 
Result: class variable (0 if 

non-diabetic, 1 if diabetic) 
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D. Data Preprocessing 

At this stage, checking was carried out on missing data 

values since the dataset might contain incomplete data. The 

missing data values were replaced with the median value of 

each variable so that each data in the dataset variable had an 

absolute value. At this stage, imbalanced data were checked. 

Unbalanced data was handled using a synthetic minority over-

sampling technique (SMOTE). This technique increases the 

number of minority classes by synthesizing data samples while 

maintaining the number of majority classes.  

E. Building a Model Using Logistic Regression Algorithm 

Logistic regression models the relationship between 

categorical and covariate response variables. Specifically, there 

is a linear combination of the independent variables with the 

log probability of an event’s probability. Logistic regression is 

a linear model that is more suitable for problems classification 

than its use for regression. Logistic regression is also known in 

the literature as logit regression, maximum-entropy 

classification (MaxEnt), or log-linear classifier. In logit, the 

probabilities describing the possible outcomes of a single 

experiment are modeled using the logistic function. 

Logistic regression models can be binary, one-vs-rest, or 

multinomial logistic regression with 𝑙1, 𝑙2  or elastic-net 

regulation [27]. Binary logistic regression estimates the 

probability of the availability of a binary variable characteristic, 

given the covariate value. For example, 𝑌 is a binary response 

variable with 𝑌𝑖  =  1  if the character is available, and 𝑌𝑖  =  0 

if the character is unavailable and data [𝑌1, 𝑌2, … , 𝑌𝑛]  are 

independent. The value of 𝜋𝑖  can be used to be a successful 

probability of a logistic regression. In addition, 𝑥 =
(𝑥1, 𝑥2, . . . , 𝑥𝑝) value is also considered a set of variables that 

can be discrete, continuous, or a combination of both. The  𝜋𝑖  

logistic function is given by (1) and (2). 

𝑙𝑜𝑔𝑖𝑡 (𝜋𝑖)  =  𝑙𝑜𝑔 (
𝜋𝑖

1 − 𝜋𝑖
)  =  𝛽0 +  𝛽1𝑥𝑖1 +

 𝛽2𝑥𝑖2+ . . . + 𝛽𝑝𝑥𝑖𝑝                
(1) 

with 

𝜋𝑖  =  
𝑒𝑥𝑝 (𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2+ . . . + 𝛽𝑝𝑥𝑖𝑝  

1 +  𝑒𝑥𝑝 (𝛽0 +  𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2+ . . . + 𝛽𝑝𝑥𝑖𝑝 

 

=  
𝑒𝑥𝑝 (𝑥𝑖

′𝛽)

1 +  𝑒𝑥𝑝 (𝑥𝑖
′𝛽)

 =  𝛬(𝑥𝑖
′𝛽). 

(2) 

In this equation, 𝜋𝑖 represents the probability that the sample 

falls under a particular category of the dichotomous response 

variable, commonly referred to as the probability of success. It 

is obvious that 0 ≤  𝜋𝑖  ≤ 1. 𝛬 (. )  is a logistic cumulative 

distribution function (CDF) with 𝜆(𝑧) =
𝑒𝑧

(1+𝑒𝑧)
= 1/(1 + 𝑒𝑧) 

and 𝛽𝑠  represents parameters’ vector to be estimated. The 

equation 
𝜋𝑖

1 − 𝜋𝑖
  is called the odds ratio or relative risk [28]. 

This study used a binary logistic regression algorithm since 

the output was a value of 0 and 1, which was used to detect 

whether a person has diabetes. An output value of 0 suggests 

that a person does not have diabetes and vice versa; an output 

of 1 indicates that the person has diabetes. 

F. Model Evaluation Using Confusion Matrix 

The evaluations used to measure the performance of the 

algorithm/model were accuracy, precision, recall, and the F1-

score in the form of a confusion matrix that other researchers 

have widely used. The confusion matrix is a table that compares 

the number of correct and incorrect predictions contained in 

each class; thus, it provides insight into the model’s errors. 

Table II is a confusion matrix with a size of 2 × 2, which is used 

to present the actual class and the predicted class. Several 

measurements in the field of information retrieval and machine 

learning have been identified based on the classification of the 

confusion matrix as contained in (3) to (6). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑓𝑛+𝑡𝑛
 (3) 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝

𝑡𝑝+𝑓𝑝
 (4) 

 𝑅𝑒𝑐𝑎𝑙𝑙/𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑡𝑝

𝑡𝑝+𝑓𝑛
 (5) 

 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 (𝑟𝑒𝑐𝑎𝑙𝑙.𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
 (6) 

In (3) to (6), tp (true positive) is the number of patients who 

are predicted to have diabetes and indeed have diabetes; tn (true 

negative) is a person who is expected to be non-diabetes and is 

indeed non-diabetes; fp (false positive) is a person who is 

predicted to be non-diabetes, but the person has diabetes; and 

fn (false negative) is a person who is predicted to have diabetes, 

but the person does not have diabetes. 

G. Hyperparameter Tuning 

Hyperparameter tuning is used to select the optimal set of 

hyperparameters to improve model performance. 

Hyperparameters are in the form of model arguments whose 

values are set before the learning process starts. 

Hyperparameter tuning is the key to the success of a 

model/algorithm. In this paper, a grid search technique 

combining input values in hyperparameters was used. The grid 

search technique would search for all possible combinations 

and choose the best combination based on the highest cross-

validation value. Two hyperparameters were applied in this 

study, namely penalty and C value. Penalty used the l1 and l2 

regulations (the default value was l2), while the C value was 

the inverse of the regularization strength. 

III. RESULTS AND DISCUSSION 

A. Loading and Reading Data 

Fig. 2 shows the results of loading and reading the dataset of 

768 patient data. There were seven integer data types, namely 

TABLE II 

CONFUSION MATRIX FOR BINARY CLASSIFICATION 

Actual Class 
Prediction Class 

Positive Negative 

Positive tp fp 

Negative fn tn 
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Pregnancies, Glucose, BloodPressure, SkinThickness, Insulin, 

Age, and Target; and two float data types, namely BMI and 

DiabetesPedigreeFunction. The data consisted of nine variables, 

namely eight independent variables and one dependent variable.  

The figure also shows that there are empty data values for 

several variables. The top five data show that the Pregnancies 

and Insulin variables have empty data values (0). The empty 

data values would be replaced with the median value of each 

variable to facilitate the data manipulation process. 

B. Exploratory Data Analysis 

Understanding the existing dataset was essential before 

carrying out the following process. Fig. 3 is a correlation matrix 

that displays the correlation coefficient between a set of 

variables. Each independent variable (Xi) in the table is 

correlated with the other values in the table (Xj). The correlation 

matrix shows the variable pairs with the highest correlation. 

Insulin, Glucose, BMI, Pregnancies, and Age has a reasonably 

strong correlation with the Target variables. 

 

Fig. 2 General information of dataset. 

 

Fig. 3 Correlation matrix. 
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The distribution of plots for each attribute/variable is shown 

in Fig. 4. It can be seen that the Age and Insulin columns are 

very skewed to the right. For this reason, a normalization 

process was needed before being used for the modeling process. 

The dataset indicated that many people were between 20-40 

years old; most people had blood pressure between 50-100 

mmHg and had insulin of 0. Most people also had glucose 

levels between 140 mg/dL to 199 mg/dL and were considered 

prediabetes patients. BMI values ranged from 20 to 50; 

meanwhile, healthy adults should have a BMI between 18.5-

24.9. This dataset suggests that many people were overweight 

or obese. 

C. Preprocessing Data 

1) Missing Value: The results of checking the dataset 

showed several missing data values, as shown in Fig. 5(a). The 

insulin variable is a variable that has the most missing data 

values, which is 374 data or 48.7%, followed by SkinThickness 

with 227 data or 29.56%, Blood Pressure with 35 data or 4.56%, 

BMI with 11 data or 1.43%, and Glucose with 5 data or 0.65%.  

 

Fig. 4 Plot distribution for each variable. 

 

(a) 

 

(b) 

Fig. 5 Amount of missing data in the dataset, (a) before normalization, (b) after normalization. 
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Other variables have complete data. All missing data values 

were replaced with the median value of each variable so that 

there were no more empty variable values, as shown in Fig. 5(b). 

Handling missing data values was used to facilitate the process 

of data manipulation.  

After all variables/attributes were completed, a new feature 

was created. This feature was a combination of several 

variables to see whether a person had diabetes, based on the 

relationship between one variable with another. Fig. 6 shows 

one of the new attributes: the relationship between the Age 

variable and the Glucose variable, namely non-diabetes people 

under 30 years with glucose levels below 120 mg/dL. Healthy 

people were in a concentrated area at age ≤ 30, and glucose was 

≤ 120 mg/dL. 

2) Imbalanced Dataset: The graph resulting from checking 

the imbalanced data is shown in Fig. 7. The number of diabetic 

patients is 268 people (34.9%), while the number of non-

diabetes patients is 500 (65.1%). SMOTE technique was used 

to overcome the imbalanced data. SMOTE is an oversampling 

 

Fig. 6 Scatter plot of the relationship between age and glucose variables. 

 

Fig. 7 Unbalanced number of target datasets. 
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technique in which a synthetic sample is generated for the 

minority class to help overcome the overfitting problem found 

in random oversampling.  

After the preprocessing stage, the next step was modeling 

using logistic regression. The data were first divided into two 

parts, namely training and test data. The comparison of training 

data and test data was 70:30. This process was done using the 

scikit-learn library from Python. A snippet of the script is 

shown in Fig. 8, which shows the distribution of the dataset for 

training data and test data, followed by modeling using the 

logistic regression algorithm. 

D. Model Evaluation 

Model evaluation was carried out after the model was 

formed. Table III shows the evaluation results of the model in 

confusion matrix format. One hundred seventy-eight data were 

in the proper classification (true positive and true negative), 

consisting of 116 data predicted to be diabetic and, in fact, had 

diabetes and 62 people were expected to be non-diabetes and, 

in fact, were non-diabetes. A total of 53 other data were false 

positive and false negative, namely, 35 non-diabetes people 

were predicted to have diabetes, and eighteen people with 

diabetes were expected to be non-diabetes. 

Table IV shows model performance measurement based on 

accuracy, precision, recall, and F1-score values. The precision 

value obtained for the non-diabetes class was 87%, and for 

diabetes was 64%, with an average precision value of 75%. The 

recall value for non-diabetes was 77% and for diabetes was 

78%, with an average recall value of 77%. The F1-score 

showed a number that was not much different from precision 

and recall. The F1-score for non-diabetes was 81% and for 

diabetes was 70%, with an average of 76%. The accuracy value 

was 77%. Based on the calculation of the importance of the four 

evaluated variables, the model was categorized as having a 

pretty good performance. 

E. Hyperparameter Tuning Using Grid Search Technique 

To improve the performance of the model, the parameters 

used were tuning. Fig. 9 is a snippet of a Python script used to 

select the best parameters through a grid search technique. L2 

was chosen as the best penalty regulation, with the most 

optimal C value being 0.6158. 

F. Evaluation of Model Performance Before and After 

Hyperparameter Tuning 

A comparison of model performance before and after 

applying the grid search technique was analyzed to measure the 

 

Fig. 11 Comparison of the basic model performance using the tuning 

hyperparameter model. 

TABLE III 

CLASSIFICATION RESULT OF CONFUSION MATRIX  

Actual Class 
Prediction Class 

0 (Non-diabetes) 1 (Diabetes) 

0 (Non-diabetes) 116 35 

1 (Diabetes) 18 62 

TABLE IV 

PERFORMANCE MEASUREMENT 

Precision (%) Recall (%) F1-Score (%) 

0 1 0 1 0 1 

87 64 77 78 81 70 

Average: 75 Average: 77 Average: 76 

 

 

Fig. 8 Python program snippet for building models. 

 

Fig. 9 Selection of the best parameters. 

 

(a) 

 

(b) 

Fig. 10 Model performance, (a) before hyperparameter tuning, (b) after 

hyperparameter tuning. 
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impact of using hyperparameter tuning. Fig. 10(a) shows the 

model’s performance before applying the hyperparameter 

tuning. Fig. 10(b) shows the model’s performance after using 

hyperparameter tuning. From the two images, it is clear that 

there is performance improvement on all confusion matrix 

values, starting from the importance of accuracy, precision, 

recall to the F1-score. In the basic model, the average accuracy 

value was 77%, precision was 75%, recall was 77%, and F1-

score was 76%. On the other hand, the accuracy value increased 

to 82% in the upgraded model, precision was 81%, recall was 

79%, and the F1-score was 80%. 

Fig. 11 shows that the logistic regression model using grid 

search is better than the basic model for all confusion matrix 

values (accuracy, precision, recall, and F1-score). This 

experiment proves that the linear regression algorithm can be 

used for predictions in the clinical or health field with a good 

level of accuracy. The performance of the logistic regression 

algorithm was further improved when it was inserted with the 

grid search technique, which can increase all the values of the 

confusion matrix, thus increasing the overall performance of 

the logistic regression algorithm. 

IV. CONCLUSION 

This study successfully implemented the logistic regression 

algorithm in predicting diabetes with a good accuracy. 

Understanding the data was done through data exploration and 

research to analyze pairs of variables that had a reasonably 

strong correlation to the determination of the target value 

through visualization techniques in the form of distributions 

and scatter plots. The performance of the basic model of the 

logistic regression algorithm was improved using the grid 

search technique. Evaluation of the model using the confusion 

matrix showed an increase in model performance after 

implementing hyperparameter tuning. Hence, the experimental 

results of this study prove that the logistic regression algorithm 

with the grid search technique is one of the most efficient 

algorithms in building prediction models. Future research can 

use deep learning algorithms on larger datasets, including 

combining logistic regression algorithms with other 

classification algorithms, such as random forests, support 

vector machines, k-nearest neighbor with ensemble techniques. 
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