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Abstract - The convolutional neural network (CNN) is a 

technique that is often used in deep learning. Various 

models have been proposed and improved for learning on 

CNN. When learning with CNN, it is important to 

determine the optimal parameters. This paper proposes an 

optimization of CNN parameters using logarithm 

decreasing inertia weight (LogDIW). This paper is used 

two datasets, i.e., MNIST and CIFAR-10 dataset. The 

MNIST learning experiment, the CIFAR-10 dataset, 

compared its accuracy with the CNN standard based on 

the LeNet-5 architectural model. When using the MNIST 

dataset, CNN's baseline was 94.02% at the 5th epoch, 

compared to CNN's LogDIWPSO, which improves 

accuracy. When using the CIFAR-10 dataset, the CNN 

baseline was 28.07% at the 10th epoch, compared to the 

LogDIWPSO CNN accuracy of 69.3%, which increased 

the accuracy. 
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I. INTRODUCTION 

Deep learning is a set of algorithms in machine 

learning that tries to learn at several levels, according to 

different levels of abstraction. This is usually done using 

an artificial neural network (ANN). The levels in the 

statistical model studied correspond to different concept 

levels, where higher-level concepts are defined from 

lower-level concepts, and lower-level concepts can help 

define some higher-level concepts. Deep learning is one 

of the fields of research that works based on artificial 

intelligence (AI). According to [1] ,  deep learning can 

be grouped into 3 models, namely: discriminatory 

models, generative models and hybrid models. The 

discriminatory model consists of deep neural network 

(DNN), convolutional neural network (CNN) and 

recurrent neural network (RNN). Generative models 

include deep belief networks (DBN), restricted 

Boltzmann machines etc. While the hybrid model is a 

structure that combines identification models and 

generative models. 

In several studies such as that conducted by [2] who 

proposed an algorithm based on particle swarm 

optimization, to automatically perform searches to be 

applied to the deep convolutional neural network 

architecture for image classification, which is called 

psoCNN. However, when learning to use machine 

learning such as CNN, it is important to determine the 

optimal hyperparameters. There are many parameters in 

deep learning, and it is difficult to determine the optimal 

value manually, so some studies are trying to do it 

automatically to determine the optimal value. 

One of the known automation methods is the 

metaheuristic algorithm. Some metaheuristic algorithms 

as an automation method. Metaheuristic algorithms are a 

way to solve difficult optimization problems, and in 

recent years they have been used for CNN optimization 

[3-6]. Algorithms are inspired by nature and are based on 

animal behavior, physics, biology, and so on. This 

algorithm is based on biological phenomena including 

evolutionary strategies (ES) and genetic algorithms (GA) 

[7]. Meanwhile, those based on physical phenomena 

include simulated annealing (SA) [8]. While based on 

animal behavior, among others: Ant Colony 

Optimization (ACO) [9], Firefly Algorithm (FA) [10], 

Bat Algorithm (BA) [11], and Particle Swarm 

Optimization (PSO) [12]. 

For some of these metaheuristic algorithms, PSO is 

widely used for network optimization. PSO has good 

convergence when compared to GA. Several studies that 

use PSO for CNN optimization include the research of 

[13] proposed a hybrid algorithm in which particle 

swarm optimization (PSO) is used to reduce the 

complexity of the overall algorithm. PSO used in 

conjunction with CNN will reduce the number of epochs 

in the training process and its dependence on the GPU 

system. The proposed algorithm can increase the 

accuracy by 3-4% with a smaller number of epochs. 

Besides that, using this algorithm is able to overcome the 

local minima problem which is a common problem in the 

backpropagation training methodology. PSO is also used 

mailto:1murintokusno@tif.uad.ac.id
mailto:2miftah@tif.uad.ac.id
mailto:2miftah@tif.uad.ac.id
mailto:2miftah@tif.uad.ac.id


JUITA: Jurnal Informatika e-ISSN: 2579-8901; Vol. 10, No. 1, May 2022 

100  Logarithm Decreasing Inertia … | Murinto, Rosyda, M., 99 – 105 

in image classification along with CNN, referred to as 

psoCNN. Where a new strategy of direct coding and 

operator speed is designed to allow optimization of the 

use of PSO with CNN. The experimental results show 

that psoCNN can quickly find the CNN architecture well 

[14] Likewise, CNN's PSOs were also combined as done 

by [14-15]. One of the important things in PSO is the 

inertia weight used. The inertia weight parameter is 

important for optimization. Some of them are inertia 

weights that have been introduced in research [16-21]. In 

this study, the logarithm decreasing inertia weight 

(LogDIW) of PSO  [22] was used to optimize the CNN 

hyperparameter. The aim was to improve the accuracy of 

the MINST, CIFAR-10 and Imagenet datasets, which are 

often used as benchmarks, using a CNN based on the 

LeNet-5 architecture [23]. In this study, an optimization 

algorithm for the convolution neural network is proposed 

to overcome the many parameters that exist. 

This paper is structured as follows: Section 1 

describes the background and previous research 

conducted related to metaheuristic algorithms and CNN, 

especially the use of PSO for network optimization. 

Section 2 describes the proposed method. Section 3 

result and discussion. Section 4 describes the conclusion 

and future work. 

II. METHOD 

In this study, a LogDIWPSO was used to optimize the 

CNN parameters and improve the accuracy obtained via 

CNN. Figure 1 shows a flowchart of the proposed 

method.  

A. Particle Swarm Optimization 

Ref. [24] introduced the particle swarm optimization 

(PSO) algorithm which is a stochastic optimization 

technique. The basic idea of PSO is to involve a flock of 

birds in search of food sources in a particular area. The 

birds do not know for sure where the food source is. 

Through iteration, they will find out how far the food 

source can be found. The best individual strategy will be 

followed by the bird that is close to the food source and 

also from the previous best position that the individual 

has achieved. PSO looks for the optimal solution by 

updating the position and velocity of each particle 

through (1) and (2) [25]. 

 

𝑣𝑖𝑑
𝑡+1 = 𝑤 ∗ 𝑣𝑖𝑑

𝑡 + 𝑐1 ∗ 𝑟1 ∗ (𝑝𝐵𝑒𝑠𝑡𝑖𝑑 − 𝑥𝑖𝑑
𝑡 ) + 𝑐2 ∗ 𝑟2 ∗ (𝑔𝐵𝑒𝑠𝑡𝑔𝑑 − 𝑥𝑖𝑑

𝑡 )                     (1) 

𝑥𝑖𝑑
𝑡+1 = 𝑥𝑖𝑑

𝑡 + 𝑣𝑖𝑑
𝑡+1            (2) 

Where t is the-t iteration, while d is the d-the dimension 

in the optimization search space. 𝑐1 dan 𝑐2 are 

acceleration constants, representation the weighting of 

the stochastic acceleration terms that push each particle 

to the best (𝑝𝐵𝑒𝑠𝑡𝑖𝑑) dan the global best (𝑔𝐵𝑒𝑠𝑡𝑔𝑑). The 

values 𝑟1 and 𝑟2 are random numbers that have a uniform 

distribution in [0,1].  

B. Logarithm Decreasing Inertia Weight 

From the research that has been done, it shows that 

PSO with a large inertial weight value (w) has a good 

ability in global optimal search, compared to a small 

inertial weight. The more inertial weights tend to have 

faster convergence. In his research, [22] introduced an 

inertia weight called the logarithm decreasing inertia 

weight (LogDIW) which is written as (3)  

w = wmax + (wmin −wmax) ∗ log10 (a +
10t

Tmax
)  

(3) 

Where a is a constant for the evolutionary velocity 

adjustment, here a=1. wmin and wmax are minimum and 

maximum weight, t is iteration 

C. Convolutional Neural Network 

Several models have been proposed for the CNN 

architecture, including LeNet-5 [23]. In this study, 

LeNet-5 is used, which is one of the well-known basic 

architecture. The LeNet-5 architecture is shown in Fig. 1 

and the proposed algorithm’s flow chart  is presented in 

Fig. 2.
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Fig. 1  The LeNet-5 architecture [23] 

In the LeNet-5 architecture, each convolution layer 

consists of 3 parts: convolution, pooling and nonlinear 

activation functions. Convolution is used to extract 

spatial features and is often referred to as receptive fields 

originally. In the LeNet-5 architecture, there is also a 

subsampling average pooling layer, tanh activation 

function, MLP classifier, and connection space between 

layers to reduce the complexity of the calculation. There 

are 7 layers consisting of 3 convolution layers, 2 

subsampling layers and 2 fully connected layers.  

In the experiment, first determine the position and 

velocity of each particle. Next, a CNN is run for each 

particle, and the position, velocity, pBest and best are 

updated based on the results obtained. This operation is 

repeated until a certain time and the parameter gBest of 

the particle in the experiment is cross-entropy and is 

written as the entropy equation. 

The layers in the LeNet-5 architecture as shown in 

Fig. 1, each consist of: Layer 1 is the input layer. The 

input layer can support 32 x32 pixels. Layer 2, namely 

layer C1 is a convolution layer with six convolution 

kernels measuring 5 x 5, while the size of feature 

allocation is 28 x 28. Layer 3 is layer S3 which is a 

grouping layer producing 6 function graphs with a length 

of 14 x 14. Each cell is a function map mapped to are 2 

x 2 on the corresponding function map in C1. Layer 4 is 

the convolution layer of C3 which consists of 16 

convolution kernels of 5 x 5 inputs derived from the 6 

main function maps of C3. Layer 5 is layer S4 which is 

the same as S2 with size 2 x 2 and the output of sixteen 

function graphs of size 5 x 5. Layer 6 is layer C5 is a 

convolution layer with 120 core convolutions with a 

length of 5 x 5, the output length of C5 is 1 * 1 so that S4 

and S5 are actually connected. Layer 7 is layer F6 which 

is linked to C5 and the resulting 84 feature charts. In this 

study, the activation function of each layer uses Sigmoid, 

ReLu and Tanh, and the batch size is optimized from 10 

to 50, shown in Table I. The optimizer used is Adam or 

Stochastic Gradient Descent (SGD) with a learning rate 

of 0.01. In the implementation of the model using google 

colab. 

The main parameters of the LogDWPSO are shown 

in Table II. The size of the swarm is 10 and the maximum 

iteration is 20. The cognitive and social parameters are 

both 2.0 and the weight decreases linearly from 0.9 to 

0.4. 
Input 

Position Initialization, 

Speed Randomly, Iter = 0  

Number of runs and 

maximum iterations

 Stopping 

criteria?

Count inertia wieght 

using LogDIW

Update Pbest and Gbest

Update position and 

velocity particles 

Output

The  Optimal Gbest 

solution

No

Run for each particles of 

CNN

Yes

 

Fig. 2 Flowchart proposed logarithmic decreasing inertia 

PSO CNN method 
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TABLE I 

PARAMETER FOR CNN 

CNN Parameters CNN LogDIWPSO CNN 

Learning function Adam Adam 

Activation function Softmax Softmax 

Non-linear 

activation functions 

ReLU, Tanh ReLU, Tanh 

Epoch 10 50 

Batch Size 10 50 

TABLE II 

PARAMETER FOR LogDIWPSO 

LogDIWPSO Parameters Value 

Iteration Number 20 

Population size 10 

c1 2 

c2 2 

wmax 0.9 

wmin 0.4 

III. RESULT AND DISCUSSION 

In this research, the experiment with 2 datasets and 

Lenet-5 CNN architectures. The first experiment was to 

use the MNIST dataset and the CIFAR-10 dataset on the 

Lenet-5 architecture. The two image datasets are shown 

in Fig.3. 

MNIST is an image database consisting of 600 

handwritten number images for learning and 10000 for 

testing. Each image is given a label from 0 to 9 In this 

study, optimization was carried out with LogDIWPSO 

for every 5 epochs, and learning was displayed based on 

the parameters obtained. Each experiment was carried 

out in 30 times, and the average value was used. CIFAR-

10 is a labeled subset of 80 million small image datasets. 

The dataset was collected by [26]. The CIFAR-10 dataset 

consists of 60,000 32 x 32 color images in 10 classes, 

with 6000 images per class. In the CIFAR-10 dataset 

there are 50,000 training images and 10,000 testing 

images. The dataset is divided into five training batches 

and one testing batch, each batch consisting of 10,000 

images. The accuracy and variance are shown in Table 

III and IV. At the time of learning 10 epochs, the 

accuracy of CNN optimized with LogDIWPSO was 

98.22%, higher than CNN without optimization which 

was 97.42%. In Fig.4 and Fig.5 are shown respectively 

accuracy and loss of CNN and LogDIWPSO CNN using 

MNIST –CIFAR 10 dataset. 

 

 
 

(a) (b) 

Fig. 3 Examples of Some Image Datasets MNIST(a) [23], CIFAR-10 (b) [24] 
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Fig. 4 Accuracy and loss of CNN and LogDIWPSO CNN using MNIST dataset 

 

 

Fig. 5 Accuracy and loss of CNN and LogDIWPSO  CNN using CIFAR-10 

 

TABLE III 

ACCURACY AND LOSS OF CNN AND LOGDIWPSO 

CNN USING MNIST DATASET  

ON LENET ARCHITECTURE 

Epoch 
CNN 

LogDIWPSO 

CNN 

Loss Accuracy Loss Accuracy 

1 0.4043 0.8913 1.0063 0.9754 

2 0.2126 0.9391 0.1964 0.9385 

3 0.1630 0.9520 0.1334 0.9581 

4 0.1434 0.9570 0.1006 0.9682 

5 0.1210 0.9626 0.0868 0.9731 

6 0.1149 0.9666 0.0775 0.9762 

7 0.1002 0.9698 0.0697 0.9785 

8 0.0950 0.9708 0.0613 0.9810 

9 0.0877 0.9736 0.0573 0.9819 

10 0.0817 0.9742 0.0577 0.9822 

 

TABLE IV 

ACCURACY AND LOSS OF CNN AND LOGDIWPSO 

CNN USING CIFAR-10 DATASET  

ON LENET ARCHITECTURE 

Epoch 
CNN 

LogDIWPSO 

CNN 

Loss Accuracy Loss Accuracy 

1 1.3126 0.5278 1.6841 0.3814 

2 1.1726 0.5898 1.2445 0.5584 

3 1.0109 0.6417 1.0575 0.6317 

4 0.9451 0.6687 0.9339 0.6742 

5 0.9417 0.6838 0.8498 0.7034 

6 0.9048 0.6914 0.7829 0.7278 

7 0.8928 0.6987 0.7310 0.7431 

8 0.9114 0.6953 0.6818 0.7641 

9 0.9875 0.7030 0.6463 0.7762 

10 1.0222 0.6993 0.5935 0.7910 
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IV. CONCLUSION 

In this research, a convolutional neural network 

method using logarithmic decreasing inertia weight 

(LogDIW) for PSO has been proposed. LogDIW is used 

for particle swarm optimization (PSO) hyperparameter 

optimization. The CNN architecture used is Lenet-5 with 

two datasets, namely MNIST and CIFAR-10. In this 

paper is used two datasets, i.e., MNIST and CIFAR-10 

dataset. The MNIST learning experiment, the CIFAR-10 

dataset, compared its accuracy with the CNN standard 

based on the LeNet-5 architectural model. When using 

the MNIST dataset, CNN's baseline was 94.02% at 5th 

epoch, compared to CNN's LogDIWPSO, which 

improves accuracy. When using the CIFAR-10 dataset, 

the CNN baseline was 28.07% at the 10th epoch, 

compared to the LogDIWPSO CNN accuracy of 69.3% 

which increased the accuracy. 

The next research is to apply the proposed method for 

different classification of new datasets. The effectiveness 

of the proposed method is seen in the image 

classification process. In addition, it is necessary to 

analyze the conditions for stopping PSO if it is applied 

in the classification process. Different architectures from 

those used in this study can also be considered for future 

research. 
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