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Abstract -  This study used Corona Virus Disease-19 

(Covid-19) data in Indonesia from June to August 2021, 

consisting of data on people who were infected or positive 

Covid-19, recovered from Covid-19, and passed away from 

Covid-19. The data were processed using the adaptive 

LMS algorithm directly without pre-processing cause 

calculation errors, because covid-19 data was not 

balanced. Z-score and min-max normalization were 

chosen as pre-processing methods. After that, the 

prediction process can be carried out using the LMS 

adaptive method. The analysis was done by observing the 

error prediction that occurred every month per case. The 

results showed that data pre-processing using min-max 

normalization was better than with Z-score normalization 

because the error prediction for pre-processing using min-

max and z-score were 18% and 47%, respectively.  
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I. INTRODUCTION 

The Covid-19 pandemic was still ongoing for more 

than a year. Many predictive processes were conducted 

for decision making. They were conducted with reliable 

methods.  The prediction was the most challenging 

process in data mining. Some of the research on the 

prediction of Covid-19 can be explained below. 

Research about the transmission process of Corona 

Virus Disease based on real data modeling concluded 

that forward prediction and backward inference analysis 

of epidemic situations helped in decision making, 

because the difference between the model and real data 

was quite small [1]. 

Research that implements the SIR (Susceptible, 

Infected, and Removed) model to predict the situation of 

the Covid-19 outbreak in Indonesia based on data as of 

July 18, 2020, estimates that the peak number of infected 

in October 2020 is approximately 14% of the total 

infected population, and a relative MSE of 18.42. against 

the actual data period [2]. 

The prediction of covid-19 using the exponential 

smoothing method through a time series approach has 

been carried out and the best parameter values have been 

determined [3]. The prediction of daily Covid-19 data for 

the South Sulawesi region by comparing the ARIMA, 

Holt Winters and NAR-NN models has been carried out. 

Prediction results have a fairly large level of accuracy. 

The NAR-NN model has better predictive accuracy than 

the ARIMA and Holt Winters models [4]. 

Prediction using the LMS adaptive algorithm has 

been performed on very few previous studies. Several 

studies showed that most of the adaptive LMS algorithm 

studies always performed data pre-processing or 

modifying the algorithm. Several studies that showed 

collaboration between adaptive LMS algorithms and 

other algorithms for pre-processing can be explained as 

follows.  

Research showed that for weak and monotonous ECG 

signals, the basic LMS algorithm was quite reliable to 

use. However, in the presence of interference, the LMS 

algorithm had to be modified to eliminate interference in 

the ECG signal so that the signal reading was more 

accurate [5]. Other research also proved that for random 

or monotonous data, the LMS algorithm must be 

modified further to improve the results [6], for handling 

imbalanced data and also detecting outliers for kNN 

classifier can also use hybrid pre-processing technique 

[7]. 

The Adaptive LMS algorithm was an algorithm that 

was relatively reliable in achieving variable targets, 

because the algorithm was simple and the achievement 

of the target becomes sooner or later depending on the 

step size value [8]. The advantage of the Adaptive LMS 

method was simple and robust in the calculation [9-11]. 

This simplicity in the calculation made the LMS 

algorithm run slowly but was quite reliable in its 

calculation results. The weakness of the LMS algorithm 

was the simplicity of the calculation which made the 

algorithm take a long time to process. However, this 

weakness can be anticipated by performing pre-

processing or modifying the algorithm, as has been done 

by several previous researchers. 

This research implemented adaptive LMS algorithms 

for Covid-19 data using z-score and min-max 

normalization as a pre-processing. Therefore, the process 
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could be run quickly and quite reliable in achieving 

variable targets. 

II. METHOD 

The LMS algorithm was not carried out alone because 

Covid-19 data cannot be processed directly. It needed a 

process that can make the Covid-19 data become 

balanced data. All steps can be explained in Fig. 1. 

Starting with the Covid-19 data input. Before running the 

adaptive LMS Algorithm, the data pre-processing was 

first conducted with z-score or min-max normalization 

(in Fig. 1 used z-score normalization and could be 

replaced by min-max normalization). The data consisted 

of the data on the infected people (positively confirmed 

with Covid-19), people recovering from Covid–19, and 

death rate on Covid–19 patients. After that, the adaptive 

LMS process was executed and errors were recorded to 

analyse the average error per month. 

 

 
Fig. 1 Flowchart of research 

A. Z-score dan Min-max normalization 

The z-score method referred to the normal curve and 

involved only the mean and standard deviation. The 

formula for the Z-score method is (1). 

   𝑧 =
𝑥−𝜇

𝜎
       (1) 

where x is the original data and z is the resulting z-score, 

𝜇 is the mean, and 𝜎  is the standard deviation. 

The min-max normalization method determines the 

new minimum and new maximum values first so that the 

data were collected in the range of these values. The min-

max normalization method formula is (2). 

  

𝑣′ = 𝑣−𝑚𝑖𝑛

𝑚𝑎𝑥 − 𝑚𝑖𝑛
(𝑛𝑒𝑤_ 𝑚𝑎𝑥 − 𝑛𝑒𝑤_𝑚𝑖𝑛 )     (2) 

 

v is the data to be normalized and v′ is the result of 

normalization. 

Min dan max are the smallest and the greatest data, 

new_min and new_max are desired maximum and 

minimum values. 

 

B. Adaptive Least Mean Square (LMS) Algorithm 

The block diagram of the predictive adaptive LMS 

algorithm is shown in Fig. 2. 

The values of d and x are target and input, respectively. 

Both are the same data but input x was a target that was 

delayed by one sample [4][5]. The adaptive LMS 

algorithm usually used with the linear combiner shown 

in Fig. 3. With the input vector xk = [x1kx2k ··· xLk]
T and 

the desired response is dk ∈ R. The weight, output and 

error equations are expressed in the equation, 

respectively (3), (4) and (5) the following [12]: 

 𝑤𝑘 = [𝑤1𝑘𝑤2𝑘 … 𝑤𝐿𝑘]𝑇 (3) 

where wk is the weight vector and yk is the output.   

𝑦𝑘 =  𝑥𝑘
𝑇𝑤𝑘  (4) 

and error 𝜀𝑘: 
𝜀𝑘 = 𝑑𝑘 − 𝑦𝑘   (5) 

 

Mean Square Error (MSE) defined as (6) 

𝜉𝑘 = [𝜀𝑘
2]  (6) 

                       

Optimum Weight  w* is  (7) and (8) 

𝑤∗ = 𝑅−1𝑝   (7) 

where 

𝑅 = 𝐸[𝑥1𝑥𝑘
𝑇]        (8) 

is a autocorrelation matrix, whereas  (9) 

𝑝 = 𝐸[𝑥1𝑑𝑘]       (9) 
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Fig. 2 LMS adaptive block diagram 

 

is a cross-correlation matrix and the weight formula is 

stated simply in (10). 

𝑤𝑘+1 = 𝑤𝑘 + 2𝜇𝜀𝑘𝑥𝑘      (10) 

 

The value of the step size µ and the initial weight w0 

could be determined first. The MSE value series ξk 

corresponds to wk forming a learning curve. The adaptive 

linear combiner is shown in Fig. 3 [9], [13-15]. 

III. RESULTS AND DISCUSSION 

The Results and Discussion section begins with the 

spread of Covid-19 data from June to August 2021, 

followed by the normalization and adaptive LMS 

processes. Analysis of the results obtained will 

determine the best data pre-processing carried out before 

the core process, namely the prediction process with 

Adaptive LMS. 

A. Covid-19 Data Distribution 

Data was obtained from the Web [16] from June until 

August 2021. The data had a fairly varied distribution. 

The data on the people infected with Covid-19 was in the 

range that was almost the same as data on the people 

recovering from Covid-19. The death rate data were very 

small and significantly different from the two previous 

data. Fig. 4 shows the overall data to be processed. 

 

 
Fig. 4 Covid-19 data for three months 

Fig. 5 showed data on the people infected with 

Covid–19, recovering from Covid–19 and the death 

rate which had been normalized with Z-Score. From 

Fig. 5. The normalized z-score data was easier to 

compare than the original data because it was 

located in the same data range. The data showed a 

very high increase on June 3, 2021. Apart from that 

date the data showed a gradual increase. In July, the 

data was very oscillating on positive cases. 

Meanwhile, the death cases often exceeded for the 

recovered cases. There was a significant increase in 

July 2021. In August, the conditions were inversely 

proportional from July 2021, there was a significant 

decrease even though the death cases still exceeded 

those of recovered cases at the beginning to the 

middle of the month, but near the end of the month, 

the recovered cases had exceeded the death cases. 

Fig. 6 showed the results of min-max 

normalization method. Graphically, the min-max 

normalization was the same as the z-score 

normalization. The difference data in min-max 

normalization was collected in intervals zero until 

one, while for z-score normalization the data was in 

the negative, zero, and positive values. The increase 

and decrease are the same as the normalized z-score. 

However, even though it looked the same, the 

number of people represented by the normalization 

value can affect the predictive process. The 

prediction process was carried out using an adaptive 

LMS algorithm and discussed in section B for z-

score normalization and section C for min-max 

normalization. 

B. Prediction process using Adaptive LMS for z-score 

normalized data. 

Figures of prediction results for positive, recovered, 

and death cases can be seen in Fig. 7, 8, and 9 

respectively. 
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Fig. 5 Results from z-score for each month for three cases 

 
Fig. 6 Results from min-max for each month for three 

cases 

In Fig. 7, the curve obtained after the adaptive LMS 

tried to converge to the z-score curve. In July 2021, the 

adaptive LMS process looked very difficult to converge 

to the z-score data, but the robust LMS algorithm can still 

form a curve similar to the z-score curve. 

The average error was still better in July and August 

for recovered cases when compared to Fig. 7 (positive 

cases) and Fig. 8 (recovered cases). However, in June, 

the recovered cases had a much higher error than the 

positive infected cases, so the total average error was still 

better for the infected cases. 
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Fig. 7 Positive case before and after LMS adaptive (z-

score) 

 
Fig. 8 Recovered case before and after LMS adaptive (z-

score) 

For death cases (Fig. 9), the largest error occurred in 

June 2021, but when compared with positive cases and 

recovered cases, death cases had the smallest average 

error. However, these three cases still have relatively 

high errors, far from the acceptable error value below 

20%. 

C. Predictive LMS adaptive process for min-max 

normalized data. 

The same process was carried out for data that has 

been processed with min-max normalization. The results 

can be seen in Fig. 10, 11, and 12, respectively, for 

positive, recovered, and death cases. The three prediction 

result curves (after the LMS process) in Fig. 10 tried to 

converge to the original data, but in July 2021, the curve 

still oscillates following the original curve. Furthermore, 

for recovered cases (Fig. 11), the prediction curve will 

coincide at the end of the month in June and August. 

Hopefully, it will coincide with the curve before the LMS 

process in the next month. For Death case, the process 

towards convergence has started since the beginning of 

the process. 
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Fig. 9 Death case before and after LMS adaptive (z-score) 

 
Fig. 10 Positive case for min-max

D. Comparison of predictive LMS Adaptive Processing 

with z-score and min-max normalization pre-

processing. 

From the results of the prediction process using 

adaptive LMS, it was found that the average error 

difference was quite significant between predictive 

results with data pre-processing using z-score 

normalization and using min-max normalization. These 

differences can be observed in Table I and II. 
 

 

 

TABLE I  

PREDICTION RESULTS WITH Z-SCORE 

NORMALIZATION 

Month 

Mean error using z-score 

normalization (%) 
Average 

(%) 
Positive Recovered Death 

Jun-21 29 71 49 50 

Jul-21 55 36 38 43 

Aug-21 59 51 37 49 

Average 

(Mean) 

48 53 41 47 
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Fig. 11 Recovered case with min-max 

 

 
Fig. 12 Death case with min-max 

TABLE II 

PREDICTION RESULTS WITH MIN-MAX 

NORMALIZATION 

Month 

Mean error using min-max 

normalization (%) 
Average 

(%) 
Positive Recovered Death 

Jun-21 13 20 17 17 

Jul-21 25 16 16 19 

Aug-21 20 20 16 19 

Average 

(Mean) 

19 19 16 18 

Table I and II show that the average error for LMS 

adaptive prediction using min-max normalization was 

better than LMS adaptive prediction using z-score 

normalization, with the difference reaching 29%. In each 

case, whether it was positive, recovered, or death cases, 

the LMS adaptive predictive process using min-max 

normalization was better than using z-score 

normalization. Positive, recovered, and death cases with 

normalized z-score have a mean error of 48%, 53%, and 

41%, respectively. While positive, recovered, and death 

cases for min-max normalization had a mean error of 

19%, 19% and 16%, respectively. Therefore, the mean 
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error for all cases using min-max normalization as a data 

pre-processing was 18%, while z-score normalization 

reached 47%.  

 

IV. CONCLUSION 

From this research, it can be concluded that the 

prediction process using the LMS adaptive algorithm 

required data pre-processing to be applied to Covid-19 

data with various conditions. Z-score and min-max 

normalization were used as data pre-processing. 

Research showed that min-max normalization was better 

than z-score because the mean error values were 18% 

and 47%, respectively for all cases. 
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