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Abstract  

Article Info  Potato seed shop CV. ASAP sells various types of potato seeds which are quite 

trusted by potato farmers. The payment methods used so far are cash and credit 

payments, but the shop owner never has a balanced stock so that customer 

demand is always not in accordance with the stock of seeds, resulting in the 

shop being at a loss. Based on the problems experienced by potato farmers, it is 

necessary to group potato seed sales data using the DBSCAN clustering 

algorithm. The DBSCAN algorithm groups sales data into several cluster 

groups based on epsilon values and minimal points, besides that this algorithm 

can detect noise in data grouping so that the grouping results obtained are better 

than other algorithms. The purpose of this study was to apply the DBSCAN 

algorithm to potato seedling sales data to obtain results in knowing the types of 

potato seeds that were most purchased by customers from potato seed sales with 

cash payment methods and credit payments. The results of the application of the 

DBSCAN algorithm found that he most purchased by customer using cash 

payment method  were the type of spread seeds, class D potato seeds, class A 

potato seeds and class C potato sedds with the test value of epsilon 1,2 and 

Minimum points 1 while the sale of seeds Potatoes, the most purchased by 

customer using credit  payment method are the type of potato produced by class 

C and potato spread seeds with the test value of Epsilon 2 and Minimum points 

1. 
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1. Introduction  

 Grouping sales data is one of the techniques needed as a support in increasing the productivity of 

potato seed sales, especially in areas that are one of the largest potato producers of agricultural 

commodities. This is also one of the triggers for the increase in consumers who need potato seeds. In 

addition, knowing the characteristics of the sale of potato seeds is useful in increasing sales (1). Data 

processing of potato seed sales to produce information requires data mining techniques. Data mining is a 

study that collects, cleans, processes, analyzes, and obtains new information from data (4). Data mining 

can also be used to carry out the process of classifying, predicting, forecasting and obtaining useful 

information from large data sets (5). One of the most frequently used data mining analysis techniques in 

classifying sales data is clustering (2). DBSCAN (Density-based Spatial Cluster of Applications with 

Noise) is a clustering algorithm based on data density (6) and the grouping results will produce 3 kinds of 

status for each data, namely core, border, and (noise)(7). 

 Research (Ni Made Anindya Santika Devi, I Ketut Gede Darma Putra, I Made Sukarsa, 2015) 

explains that the DBSCAN method can assist in data grouping and result in the determination of potential 

http://infor.seaninstitute.org/index.php/infokum/index
mailto:priyadharshinninaidu@gmail.com


 
http://infor.seaninstitute.org/index.php/infokum/index 

JURNAL INFOKUM, Volume 10, No.1, Desember 2021  ISSN : 2302-9706 

 

INFOKUM is licensed under a Creative Commons Attribution-Non Commercial 4.0  International License (CC 
BY-NC 4.0) 

399 
 

buyers based on sales datasets (8). (Fitri Indriyani & Eni irfani, 2019) Explains that clustering was 

developed to produce good clustering performance and has the ability to estimate volume from sales (9). 

The DBSCAN algorithm has a different way of grouping data compared to other clusters so as to produce 

accurate data by performing a broad application performance on data grouping (10). (Betha Nurina Sari, 

& Aji Primajaya 2019) explained applying DBSCAN clustering to sales data to find out the 

characteristics of each consumer who made a purchase of one item (11). DBSCAN Clustering is an 

efficient algorithm in clustering large datasets(12). DBSCAN has been widely used in other fields 

because of its simplicity and good and accurate clustering effect (13). 

 This study applies the DBSCAN algorithm method in grouping potato seeds based on the potato 

seed sales dataset to find out what kind of potato seed sales are needed by farmers as consumers of potato 

seeds and to know the type of payment in cash or credit that is widely used by consumers in optimizing 

the sale of potato seeds. 

 

2. Literature Review 

 Several studies that support this research can be seen from the research conducted by previous 

authors by applying the DBSCAN algorithm, namely research (Sharma Dr.AK, 2017) testing the 

performance value of EPS DBSCAN and E-DBSCAN, producing the best performance value at EPS 

value: 1.33 and E-DBSCAN : 0.9 which has the highest level of accuracy.  (JEBARI,S.,2019) examined 

the performance of the DBSCAN algorithm and showed the most superior performance based on the AF-

DSCAN value of 2,562, FN-DBSCAN: 2,185 and AF-DBSCAN: 2,562.  (Zhu,QX,2020) examines the 

comparison of K-Means and DBSCAN in their clustering speed which shows the k-means algorithm has a 

faster execution time than DBSCAN with a K-Means computation time of 0.278 and DBSCAN of 1.956 

but a low rand index indicates better clustering quality. poor based on its value with the ratio of K-Means: 

0.28 and DBSCAN: 1.00. (Safitri.D,Wuryandari.T,RR,2017) applies the DBSCAN algorithm in 

classifying rice-producing areas in Central Java province from 35 districts/cities in Central Java and the 

results show cluster 3 is the highest rice-producing area group with 2 noise in the data cluster, namely 

Cilacap Regency and Wonogiri Regency . (Isnarwaty, D P, Irhamah, 2019) researching based on the 

silhouette coefficient value shows the DBSCAN method is better than K-Means in classifying tweets 

aimed at JNE, J&T, and Pos Indonesia expedition services because it produces a higher silhouette 

coefficient . (M, P. Dewi, C. Siam, Wijayanti, AuliaN, Raeni, 2020) comparing the K-Means and 

DBSCAN algorithms, getting the results that DBSCAN is better in terms of data grouping as seen from 

the silhouette coefficient value. (Soni.D, 2017) conducted a study to increase the accuracy of the 

DBSCAN algorithm based on the back propagation algorithm in calculating the Euclidean distance 

dynamically. (Li X, Zhang P, Zhu G.2019) aims to identify groups of users of public services using the 

DBSCAN algorithm based on the density of existing data on public service users. abnormal passengers 

and the results of this study are input in determining attitudes in emergencies that occur in public services.  

(Lazarevic A, Xu X, Fiez T, Obradovic b, 2020) applies information gain to evaluate the DBSCAN 

algorithm in integrating data so that each cluster gets a group in each area .  (Li H,a,Zhang A,Pei X,2019) 

apply the DBSCAN algorithm and BP Neural Network to optimize the CNS machine tool temperature 

sensor measurement point AND the results of the research get the Pearson correlation coefficient method 

reducing the temperature measurement point from 16 to 5.  

 

3. Method   

 This study uses a dataset of potato seed sales for the period February 2020 to January 2021 with a 

total of 131 records. The potato seed sales dataset is divided based on cash payments and credit payments 

made by customers to see which types of potato seeds are in demand according to the payment method. 
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Furthermore, the preprocessing stage is carried out by cleaning data to remove duplicate and incomplete 

data, then proceeding with normalization using the Z Transformation method, data selection selecting 

attributes used in clustering and data transformation to prepare data into an appropriate form so that it can 

be processed with the DBSCAN algorithm. After going through the preprocessing stage, then the 

DBSCAN algorithm is applied and the evaluation of the results of DBSCAN clustering is carried out as 

seen from the epsilon (eps) and minimum points (Min.pts) values as well as noise in grouping data. The 

final result was the grouping of potato seeds that were purchased the most by potato farmers. The 

framework in this research can be seen in Figure 1. 

Potato Seed Sales 

Dataset

Potato Seed Sales Cast

Preprocessing Data

Cleaning Selection Normalization Transformation 

DBSCAN Algorithm

Potato Seed Clustering 

Clustering Evaluation 

Potato Seed Sales Credit

 
Figure 1. Research Framework 

 

 

4. Results and Discussion 

 In this study, the variables used for grouping potato seeds were G-0 (Production Potato Seeds Class 

C), G-2 (Production Potato Seeds Class D), G-3 (Production Potato Seeds Class A), G4 (Sprouted Potato 

Seeds). , Price and Type of Payment (Paid/Credit). The dataset is divided into 2 parts based on the type of 

payment, namely cash or credit payments which can be seen in Table 1 and Table 2. 

Table 1. Sales of potato seeds  using cash payment method 

No. G – 0 

( Kg ) 

G  -2 

(Kg) 

G – 3 

(Kg) 

G – 4 

(Kg) 

Seed Price Payment 

Method 

1 10 20 200 30 160 20000 Cash 

2 40 40 200 10 344 20000 Cash 

3 50 10 100 20 320 20000 Cash 

4 10 20 50 40 260 20000 Cash 

5 10 40 90 20 245 28000 Cash 

 … … … …  … … 

102 10 10 20 513 553 18000 Cash 
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Table 2. Dataset Penjualan Bibit Kentang Kredit 

No. G – 0 

(Kg) 

G – 2 

(Kg) 

G - 3 

(Kg) 

G - 4 

(Kg) 

Seed Price Payment 

Method 

1 100 50 50 200 400 28000 Credit 

2 10 30 50 50 140 28000 Credit 

3 20 10 50 35 115 28000 Credit 

4 50 40 100 10 200 36000 Credit 

5 50 10 200 10 270 36000 Credit 

 … … … …  … … 

29 100 30 30 50 210 36000 Credit 

 

The application of the DBSCAN algorithm in grouping potato seeds with cash and credit 

payment methods can be seen in figure 2 and figure 3. After getting the clustering results, the next step 

is to test the cluster results to get the best clustering results by setting the epsilon value and minimum 

points.   

 

Figure 2. DBSCAN Testing of Potato Seed Sales Data (Cash Payment ) 

 

 

Figure 3. DBSCAN Testing of Credit Potato Seed Sales Data ( Credit Payment) 

 

 The results of the DBSCAN clustering test on the potato seed sales dataset with the cash payment 

method resulted in 4 Clusters based on the epsilon 1.2 value and minimum points 1 with the number of 

cluster members in Cluster 0 = 33 members, Cluster 1 = 52 members, Cluster 2 = 2 members, Cluster 3 = 

2 members and Noise data as many as 13 members. While the credit payment method with an epsilon 
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value of 2.0 and minimum points 1 produces 2 Clusters with 23 members in Cluster 0, 2 in Cluster 1 and 

4 Noise members. 

 

Table 4. Potato Seed Sales Cluster (Cash )

 
 

 

Table 5. Seed Sales Cluster (Credit ) 

 

In Table 1 shows the results of the cluster on the sale of potato seeds using the cash payment 

method to produce 4 clusters with potato seeds G-4, G-2 , G-3 and G-0 which were purchased the most 

by potato farmers with a price range of Rp.20,000 to Rp. 28,000. While in Table 2 shows the cluster 

results on the sale of potato seeds using the credit payment method, there are 2 clusters with the most 

purchased potato seeds being G-0 and G-4 with a seed price range of Rp.20000 to Rp.28000. 

Visualization of cluster results on potato seed sales data with cash payment methods and credit 

payment methods can be seen in Figure 2 and Figure 3. 
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Figure 2. Visualization of Potato Seed Cluter With Cash Payment Method 

 
Figure 3. Visualization of Potato Seed Cluter With Credit Payment Method 

 

5.  Conclusions  

The grouping of potato seeds with the DBSCAN algorithm found that the potato seeds purchased 

by potato farmers using the cash payment method were the type of spread seeds, class D potato seeds, 

class A potato seeds and potato seeds produced C. Meanwhile, sales of potato seeds used the credit 

payment method, the most purchased by potato farmers are the types of potato seeds produced by class C 
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and potato seeds that are spread. The development of further research can perform performance 

comparisons with other clustering algorithms such as K-Means, K-Medoids and Hierarchical clustering 

and develop applications to make it easier for seed shops to sell potato seeds to potato farmers. 
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