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Abstract: Not a few people suffer from diabetes, diabetes is usually caused by 
genetic inheritance from parents and grandparents. Not only from heredity but 
many criteria or characteristics can determine a person has diabetes. This re-
search was conducted by looking for a dataset on Kaggle that contains criteria 
for someone diagnosed or undiagnosed with diabetes such as age, gender, 
weakness, polyuria, polydipsia, and others. Furthermore, from these criteria, 
predictions are calculated using the Naive Bayes classification method where 
this method is one of the data mining techniques. This prediction calculation 
uses the Python programming language. From these criteria, each criterion is 
grouped with similarities and the results of the program that have been made 
can diagnose someone with diabetes. The prediction calculations that have been 
carried out have resulted in 90% accuracy, 93% precision, 89% recall, 92% speci-
ficity, and 91% F1-Score. 
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1. Introduction 

Currently many diseases are often encountered by the community, one of which is diabetes, 
because diabetes does not look at age, old or young does not rule out the possibility of getting dia-
betes. Diabetes itself is a disease that can be characterized by human blood having increased sugar 
levels as a result of system disturbances in the body, namely the inappropriate production of the 
hormone insulin by the pancreas which causes its users to be less effective in the body [1], [2]. Often 
people assume alone just because the person has offspring from parents who are affected by diabetes 
and because they often feel tired, then conclude that they have diabetes. 

Based on the previous problems, diabetes is very dangerous if they are carried out continuously 
because they will have very fatal consequences in the future. Because of these problems, the authors 
conducted research using the Naive Bayes classification to produce a fairly high accuracy value. The 
Naive Bayes classification algorithm predicts the criteria that have been given by combining the 
probability of a category/criterion with the probability of a word or grouping a category, class, or 
group based on previously determined characteristics where between categories, classes, or groups 
have [3], [4]. 

In conducting research, the author applies a method where the Naive Bayes classification 
method is one of the data mining techniques. Due to previous research conducted by [5], the Naive 
Bayes classification algorithm was applied to predict the level of malignancy of breast cancer and in 
this study, the accuracy was quite large, namely 97.82%. First of all, the author takes a dataset from 
Kaggle to predict a diabetes disease or not by looking at the categories/criteria/characteristics of 
someone who has diabetes in the dataset. Then enter the pre-processing stage where one of the 
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attributes/categories in the dataset, namely age, is categorized into adolescents, adults, and seniors. 
Furthermore, in the main process stage, the author applies the naive Bayes classification algorithm 
by training the program that has been made with data training, namely 80% of the data taken from 
the previous Kaggle to find the probability of each attribute with a certain category. And the last 
stage is post-processing where the author conducts prediction experiments on data testing, namely 
20% of the data taken from Kaggle, or the remaining 80% which was previously used as data training 
to calculate the values of accuracy, precision, recall, specificity, and F1-Score. as a reference value to 
assess the program is feasible or not to use. 

 
2. Related Works 

This section will describe research that has similarities in the field of classification using the 
Naïve Bayes method. Wibawa et all was applied Naïve Bayes classifier for journal classification of 
each part, more precisely to find the quartile. They used data around 1491 instances, and the results 
provided an accuracy. Basically, the Naïve Bayes theorem always combining between previous and 
new knowledge [10]. In the other hand, they assume that methods have high accuracy and simple 
algorithm.  

Naïve Bayes is popular classification method. The algorithm is most straightforward ways to 
deal with the group. Reddy et all, using Naïve Bayes Classifier to solve clasify the question paper 
based on difficulty level prediction. The algorithm was implemented to classify based on a decision 
attribute such as ‘Tough’, ‘Medium’, and ‘Easy’. They used these procedure to approach the results, 
and successfully encountered their problems. Furthermore, they provide Bayesian induction, of 
which the gullible Bayes classifier is an especially straightforward illustration, depends on the Bayes 
decide that relates restrictive and negligible probabilities [11].  
 Clustering data usually happened in Data Mining problems. Data mining in recent year is a 
significant research theory that will have a wide range of application in future [12]. Likewise 
Shareefunnisa et all., were used Naïve Bayes Algorithm in the Data Mining for Clustering Data. 
They implemented the algorithm using WEKA as data mining software tools. It can handling of 
missing data using approach technique of A Unique Category (AUC) for obtaining better 
performance, then exported the classifier model. The results provide an accuracy with increasing 
the data.  
 
3. Experiment and Analysis 

This section may be divided by subheadings. It should provide a concise and precise description 
of the experimental results, their interpretation, as well as the experimental conclusions that can be 
drawn. 
3.1. Diabetes 

Diabetes is a disease caused by disturbances in the metabolic system characterized by the 
presence of blood glucose levels. The condition is a usually insufficient amount of insulin to 
transport glucose into cells. This causes blood glucose levels to increase [5]. Diabetes has long-
term damaging effects, which can cause damage to the heart, blood vessels, eyes, kidneys, and 
nerves, this is the result of uncontrolled diabetes and is likely to be cured [2]. 

3.2. Naïve Bayes Classifier Algorithm 
 Naive Bayes classification algorithm is an algorithm that produces classification using a 

probability approach, where word probabilities are combined with category probabilities and 



 3 of 7 
 

then generate category possibilities for a given document [3]. The naive Bayes classification al-
gorithm is commonly called Bayesian classification because it is a statistical classification 
method used to predict the probability of membership of a class. The naive Bayes classification 
algorithm is derived from Bayes' theorem whose classification is almost the same as the decision 
tree and neural network [6]. 

The naive Bayes classification algorithm is carried out using holdout evaluation techniques 
to build a model. Holdout is an evaluation technique to get the highest level of accuracy by 
dividing training data and testing data [7]. The Naive Bayes classification algorithm has a fairly 
high accuracy value when applied to a large database [6]. 

3.3. Data Mining 
Data mining identifies related information from various large databases using statistical 

techniques, artificial intelligence, and machine learning [8]. The essence of the word data mining 
is a science that aims to find, mining, and extract knowledge from data [9]. According to Witten, 
data mining is a process to obtain knowledge or patterns from data sets [10]. 

Data mining according to Larose is divided into several groups that have various tasks, 
namely: 
3.3.1. Description 

Analysts or writers usually try to figure out how to describe new patterns and trends in 
data. 

3.3.2. Classification 
There is a target variable category. For example, classified in terms of age, namely infants, 
adolescents, and adults 

3.3.3. Estimation 
Not much different from classification, the difference is only in the estimated target vari-
able which has a numerical value, not a category 

3.3.4. Prediction 
Prediction is a result that will appear in the future where the result has not happened or 
will happen. 

3.3.5. Clustering 
Clustering is looking for and sorting out one data with another whether it has similar 
characteristics, which will then be grouped into one. 

3.3.6. Association 
Association is identifying the relationship between several events that occur at one time 
[8], [9]. 

3.4. Method Diagram 
The research method that the author uses has 3 stages, namely preparation, application, 

and evaluation. 
3.4.1. Pre-processing 

1. Literature Review 
At this subsection, research references are collected on diabetes, the Naive Bayes classifi-
cation algorithm, data mining, and other related reading materials in order to support the 
research. 
2. Requirements Analysis 
At this subsection, analysis and planning are carried out to determine the implementation 
process such as the need for a dataset to support this research. 
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3.4.2. Implementation 
1. Algorithm Implementation using Python  
At this subsection, the implementation process of the Naive Bayes classification algorithm 
is carried out on the diabetes dataset obtained from Kaggle using the Python program-
ming language. 
The block diagram where the block diagram contains the process of implementing the 
Naive Bayes classification algorithm on the diabetes dataset in detail, the following block 
diagram in detail can be seen in Figure 1. 

Figure 1. Block Diagram of Implementation in Naïve Bayes Classifier Algorithm  
 

a. Pre-processing 
This subsection is carried out to find the standard deviation of the variance and the 
mean to overcome continuous data. The steps from this pre-processing stage are 
first to take 80% of the data from the dataset, which data is training data after that 
change the CSV file into a list form, then find the mean of the Age attribute. The 
following is the formula to find the mean of the Age attribute, which can be seen in 
Figure 2. 

 
Figure 2. Mean Attribute Age Equation 

And the last step is to find the standard deviation and variant of the Age attribute. 
The following is the formula for finding the mean of the standard deviation and 
variance of the Age attribute, which can be seen in Figure 3. 

Figure 3. Standard Deviation and Variance of Attribute Age 
 

b. Main-processing 
This stage uses the Naive Bayes classifier algorithm to train the program with train-
ing data that aims to find the probability of each attribute with a certain category 

mean_positive=umur_positive/jumlah_positiv

e 

mean_negative=umur_negative/jumlah_negati

ve 

stdv_positive=math.sqrt(agepos_total/(jumlah_positive

-1)) 

stdv_negative=math.sqrt(ageneg_total/(jumlah_negativ

e-1)) 

varian_positive=stdv_positive**2 

varian_negative=stdv_negative**2 
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based on Positive and Negative classes. The steps from this main process stage are 
to continue from the pre-processing stage steps by adding the search for the num-
ber of each attribute that has a certain class and looking for the probability of each 
attribute. 

c. Pot-processing 
This stage is evaluated by conducting prediction experiments on the testing data 
that has been separated from the training data, we use a comparison of 80% training 
data and 20% testing data which aims to calculate the values of accuracy, precision, 
recall, specificity, and F1-Score. The steps of this post-processing stage are the first 
to take 20% of the data from the dataset, where the data is testing data, then multi-
ply all the opportunities for each attribute to find the right class for the symptoms 
that have been presented in the dataset, then look for true positive (tp), false posi-
tive (fp), true negative (tn) and false negative (fn) values by comparing the test re-
sults with the real class, the last one is the results. The following is the formula for 
finding the Accuracy, Precision, Recall, Specificity, and F1-Score values, which can 
be seen in Figure 4 
 
 
 
 
 
 
 
 

Figure 4. Accuracy Value Equation, Precision, Recall, Specificity, and F1-Score 
 

3.4.3. Evaluation 
  The result will be provided in the next subsection. 
 

3.5. Results 
In this subsection, the results will be discussed in detail about the results of each existing 

process. The following is the implementation of the Naive Bayes classification algorithm on the 
diabetes dataset obtained from Kaggle using the Python programming language. 
3.5.1. Pre-processing 

 The pre-processing stage is carried out to overcome continuous data where the result of 
this stage is the discovery of standard deviations and variants of the age attribute in data 
training where the results can be seen in Figure 5. 

 
Figure 5. Standard Deviation and Variance of Attribute Age 

At the pre-processing stage, it also produces the mean/average of the age attribute in the 
training data where the results can be seen in Figure 6. 

 
Figure 6. Mean Attribute Age 

 

Akurasi = (tp+tn) / (tp+tn+fp+fn) 

Precission = tp / (tp+fp) 

Recall = tp / (tp+fn) 

Specificity = tn / (tn+fp) 

F1_score = 2 *  (recall*precission) / 

(recall+precission) 
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3.5.2. Main-processing 
The main process stage is the application of the Naive Bayes classifier algorithm to find 
the probability of each attribute with a certain category based on the Positive and Nega-
tive classes on the training data where the results can be seen in Figure 7. 

 

 
Figure 7. Each Probability of Attribute with Certain Category based on Positive and 

Negative Class 
3.5.3. Post-processing 

The post-processing stage is evaluated by conducting prediction experiments on data test-
ing that aims to calculate the values of accuracy, precision, recall, specificity, and F1-Score 
and the results can be seen in Figure 8. 

 
Figure. 8. The results of accuracy value, precision, recall, specificity, and F1-Score 

 
4. Conclusions 

From the discussion and program above, it can be concluded that the program can work quite 
well and is feasible to use with an accuracy value of 90%, precision 93%, recall 89%, specificity 92%, 
and F1-Score 91%. A high accuracy value indicates the program can predict close to accurate and 
high precision can avoid people who should be positive but predictably negative which can harm 
that person. For more accurate results, it may be better to use a comparison of 70% training data and 
30% testing data. 
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