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Abstrak: Artikel ini menyelidiki eksistensi, keunikan, dan solusi stabil dari sistem persamaan
diferensial-diferensial Volterra fraksional baru dengan kondisi batas fraksional dengan
menggunakan teorema eksistensi dan keunikan. Teorema tentang eksistensi dan keunikan dari solusi
yang ditetapkan di bawah beberapa kondisi yang diperlukan dan cukup pada ruang kompak. Contoh
sederhana dari hasil aplikasi utama disajikan dalam artikel ini.
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Abstract: This article investigates existence, uniqueness and stability solutions of new fractional
Volterra integro-differential equations system with fractional boundary conditions by using the
existence and uniqueness theorem. Theorems on existence and uniqueness of solution are
established under some necessary and sufficient conditions on compact space. A simple example of
application of the main results of this article is presented.
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1. Introduction

Gottfried Leibniz and Guilliaume L’Hopital sparked initial curiosity into the theory
of fractional calculus during a 1695 correspondence on the possible value and meaning of
non-integer-order derivatives. By the late nineteenth century, the combined efforts of a
number of mathematicians most notably Liouville, Grunwald, Letnikov, and Riemann
produced a fairly solid theory of fractional calculus for functions of a real variable.
Though several viable fractional derivatives were proposed, the so-called Riemann-
Liouville and Caputo derivatives are the two most-commonly used today.
Mathematicians have employed this fractional calculus in recent years to model and solve
a variety of applied problems. Indeed, as Podlubney outlines in [1].

Fractional differential equations have extensive applications in various fields of
science and engineering. Many phenomena in viscoelasticity, electrochemistry, control
theory, porous media, electromagnetism, and other fields, can be modelled by fractional
differential equations. We refer the reader to [2, 4] and references therein for some
applications. Fractional BVPs defined on intervals have been studied by many authors.
Many results on the existence, uniqueness, multiplicity, and nonexistence of solutions for
fractional differential equations subject to various boundary conditions (BCs) have been
obtained; see for example [9,10,11,12,13,14,15,16].

The fractional difference calculus had its origin in the works by Al-Salam [6] and
Agarwal [7]. More recently, perhaps due to the explosion in research within the fractional
differential calculus setting, new developments in this theory of fractional difference
calculus were made, specifically, analogues of the integral and differential fractional
operators properties such as the Mittag-Leffler function, the Laplace transform, and
Taylor’s formula [3,5,8,17,18], just to mention some.

Butris and Ishak [20], used both methods Picard approximation and Banach fixed
point theorems for studying the existence and uniqueness solutions to the following
fractional integral equations:

u(®) = f(t) + %f; (t = $)*1F(t,s,u(s), w(s))ds
w(t) = g(©) + == [7 (t — $)*G(t,5,u(s), w(s))ds

1
I'(@)

In this work our aim is to show the existence solutions of the system of integrodifferential
equations

D%(t) + f(t,s, [px](x)) =0

DAy + g(t,s, [py](») =0 (1.1)

D% 1x(0) =0, D% x(1)=bh,,
DA-1y(0) =0, DA ly(1) =b,
Where:

[px1C0) = [* K(t,)F(t,5,x(5), y())ds, [9y]() =

f_too G(t,s)H(t,s,x(s),y(s))ds

1<a,f<20<s<t<1b,b,€R, x€D; S R"andy € D, € R™, D; and D,
are compact domain, let the vector functions F(t,s,x(t), y(¢)) , H(¢t,s,x(t), y(1)) is

defined and continuous on the domain:

D ={(t,s,x,y);t,s€[0,1],x € D;,y € D,} (1.2)
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Assume that the vector functions F (¢, s, x(t), y(t)), H(t, s, x(¢t), y(t)), and kernels
K(t,s),G(t,s) are satisfying the following inequalities:

|F(t,s,x(®),y@®)|| <M, , ||H(t s, x©),y(©®)| < M, (1.3)
IF(t, s,%2,2) = F(t,8, %, y)ll < Ly (llxz — x4 |l + llyz — y11D) (1.4)
H(t,s,22,¥2) — H(t, 5,20, y)Il < La(llxz — 24l + lyz — 11D (1.5)
1K@ )l < 81671 ED G (t,9)I| < 5™ (1.6)

Where My, M,, Ly, Ly, A1, Ay, 81, 8, are positive constants xq,x, € D1 y4,Y2 € Dy
t,se[0,1] and ||.|| = tré%oa)f] . ], we defined non-empty sets as:

DF _ D1 _ M;6,(a—1)+b; 1,

A (a+1) (1.7)
SRS
As well as we suppose the maximum value of the following matrix:
Li6i(a-1) Ly8;(a—1)
Ay = L’lz 1;2 (:;;_11)) LAZ 1;2 ((?_11)) , less than one i.e.
22T(B+1)  A;T(B+1)
Amax(B0) = 2 EE + iy < 1 (19)
Define a sequence of functions {x,, (t, o)} m=0 »{m(t, Yo)}m=0o aS:
t* 1 1 ot
Xme1(t, X0) = Ta)fo Jo o K, $)F(t,5,%,(5), yim(s))dsds — -
fot “;2:;_1 (f_too K(t, s)F(t, S, X (8), Vi (s))ds)ds + b:I‘,t(l;l
Y (630) = S [ [ G SH(t,5,%1m(5), Y (5))dsls —
fot (t;g;_l (f_too G(t,S)H(t, s, % (5), ym (s) )ds)ds + % j

With x, =x(0) =0, y,=y(0)=0, m=0,1,2...
2.  Preliminaries

Let us recall some basic definitions on fractional calculus, which can be found in
the literature.

Definition 2.1 [19] Assume that f(x, y) is defined on the set (a, b)xG,G C R, f(x,y) is
said to satisfy Lipschitz condition with respect to the second variable, if for all x €
(a,b) and forany y, ,y, € G

If (,y1) = F(x, y2)| < €lyr — vl

r (L9
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where & > 0 does not depend on x € (a, b).

Definition 2.2 [19] The Riemann Liouville fractional integral of order g is defined by

19F(8) = —— f (t— )71 f(s)ds, q>0

provided the integral exists.

I'(q)
Definition 2.3 [19] The Riemann-Liouville fractional derivative of order g is defined by

DIf(t) = f(t—s)"qlf(s)ds n—1<q<n, q>0,

['(n q) dt
Provided the right-hand side is pointwise defined on (0, +o0).
Lemma 2.1 For a, 8 > 0, then the following relation hold:

rp+1)

ap_ LTB+D
D =i

tﬁ_a_liﬁ > n and Datk = Olk = 0'1’ ’n - 1

Lemma 2.2 [3] The equality D& I, f(t) = f(t), a > 0 holds for f € L1(0,1).

Lemma 2.3 Let o, § >0 and let f be a function defined on [0, 1]. Then the following
formulas hold:

0 EEpHe = He
(i) DN = fx)

Lemma 2.4 Let « > 0 and n be a positive integer. Then, the following equality holds:
(18 Dg )G = (DFIEF) () — Shoh e (DEF)(0)

Lemma 2.5 A functions x(t), y(t), are solution of system (1.1) if and only if x(t), y(t)
have the form:

1

x(t) = K(t, $)F(t,s,x (s),y(s))dsds
0 —_Ztﬁg(—g_l ( f_ tooK (&, $)F(t,s,x (s),y(s))ds)ds + bl{t(:(;l (2.1)
p-1
y(t) = F(ﬁ)f j G(t,s)H(t,s,x (s),y(s))dsds
J: C ;(Sﬂ)f i (f G(t,$)H(t,5,% (5), Y (s) )ds)ds + bF(;)l

Proof: It follows from Lemma 2.4 that the system of fractional differential equation in
(1.2) is equivalent to the integral equations:

x(t) = —1%f(t) + ¢ t* 1 + ¢, t %2

y(t) = —1%g(t) + d,t¥ 1 + d,t* 2
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Where:
f© = K@t )F(tsx(s),y()ds, gt) = 7 G(t,)H(t,s,x(5),y(s))ds,

€1,C2,dq,dy, ER
From the boundary conditions of (1.1) we have ¢, = 0,d, = 0 and:

= F(“) F(a)f f(S)dS d1 F(ﬁ) F(ﬁ)f g(S)dS
Which is complete the proof.

3. Result and Discussion

In this section, the theorems of existence, uniqueness, and stability of a solution for
system (1.1) will be given.

Theorem 3.1: Let the right side of system (1.1) are defined and continuous on domain
(1.2) .Suppose that the vector functions F(t,s,x(t),y(t)) , H(t s, x(t),y(t)) are
satisfying the inequalities (1.3)-(1.5) and the conditions (1.6)-(1.9).Then there exist a
sequences of functions (1.9) converges uniformly as m — oo on domain (1.2) to the limit
functions which satisfying integral equations (2.1) Provided that:

M16,(a—1)+A1b;
- < 01\ )T
ll2¢eo (8, x0) = xoll < =25 } -~
M;38,(B—1)+2A;b,8
lyeo (£, x0) = Yoll < AT
(H’;z:ig ;?3 :’;:8;3”) < AT(I — M) ®, forallm=>1 ,t€[0,1]
Proof:
By using the sequence of function (1.9) when m=0, we get:
s & %0) = xoll < F5 T [P (65,0 (52,50 )| dsds -
t(t S) blt
Jy X (KN ||F (65,20 (50,70 ) | ds)ds + 22
a-1py R t( ya-1 ot p a1
Ty he dsts = [ s seteonanas 3
< 8,6 M=8) deds — | —— 8,6 M=) ds)ds +
@ ) /% o T@ UL @
“AlMN(e) AT(a+1) T(a) MTM(a+1)

And by the same we have
M;6,(B — 1) + 4,558
ALTB+1)

ly1(t, y0) — yoll <

Thatis: x,(t,xo)eD; y,(t,vo)eD,, forall te[0,1],x, € Dr, ¥y € Dy
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Suppose that x,,(t,xo) € D; ,¥,(t,yo) € D, foreach x, € Dp,yo € Dy ,peZ* ,t€
[0,1] ,by mathematical induction we conclude that: x,, (t,xo) € D; ,¥m(t,yo) € D, for
eachxg € Dp,yoe Dy , m=0,1,2,...

To prove that the sequences (1.9) convergence uniformly in domain (1.2):

a6, %0) = % (& %)l < S [ £ IKCE I |F (65,20 (5),32 ) | dsds -
o e (K |7 (£521 ()31 ()| dsyds -
%fol f_tOOIIK(t, S| ”F (t, s, x0 (), Yo (s))” dsds +
e (IR |7 (£5,%0 (50,50 )| ds)ds

< %fol f—too 5 e M (t=s) ||F (t, s,x1 (8),v1 (s)) -F (t, s, %0 (5),¥0 (s))” dsds

t(t—s)* 1

L L gre s ||F(t,s,x1 (s), v (s))—F(t,s,xO (s), Vo (s))” ds)ds

tha—l
T o

1 _ _
(Ilxg = xoll + Iy — ¥0lD) fo f_too 8, M=9) dsds —

t (t-s)@ 1

Ly(llxy = xoll + llys — yoll) fo () (f_too 516’_’11(t_5) ds)ds

L6 (at® 1 —t%)
MM+ 1)

(lx1 = xoll + llyx = yoID

And by the same
L,8,(BtF~ —tF)
ALI(B+1)

ly2(t, ¥0) — y1 (&, y)Il < = (llxg = xoll + lly1 = ¥olD)

By the mathematical induction the following inequalities hold:

Ly (at® 1 —t”
X1 (8 %0) = 2m (&, 20) | < 222G (2t = ool + 19m = Yl
! (3.2)
mes (6 Y0) = Y (&, yo)ll < Z2EEZ=D (o 1+ Uy — Yooa
Ym+1\L, Yo Ym\L, Yo —= ,T(B+1) ( Xm Xm—-1 Ym Ym-1 )
Rewrite (3.2) with vector form:
L6 (at® 1 —t%) L6;(at® ! —t%)
(llxm+1(t,xo) - xm(t,xo)H) < A(a + 1) AT (a+1) (IIxm - xm—l”)
lym+1(t ¥0) = Ym (& yIII/ — Lzé‘z(ﬁtﬂ_1 - tﬁ) Lzé‘z(ﬁtﬁ_1 - tﬁ) lym = Ym-1ll
LT+ 1) L,T(B+1)
That is: D11 (t x0,¥0) < AP, (8, X0, ¥0) (3.3)

Where:
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L1861 (at® 1—t%) L8, (at¥ 1-t%)

_ AT (a+1) AT (a+1) _
AR = Ly8,(BtP1=tF)  1,8,(BtP1~tF) »Pmis =
A,T(B+1) A,T(B+1)

(lem+1(t, Xo) — Xm (t, xo)ll) _— (lem - xm_lll)
lym+1(t Vo) = Ym@& YOI/~ ™ Iy — Ym—all

Take the maximum value for both sides of (3.3):
Ppmp1 = By Py (3.4)
Li6,(a-1) Ly64(a-1)

_ | MT(a+1)  AyT(a+1)
where Ay = nax A, Bo=|165,-1) L,6,(8-1)

A,T(B+1)  2A,T(B+1)

By repletion of (3.4) we obtain:
Dpyq < AT D,

M;6,(a—1)+A1b;
AT (a+1)
M;6,(—1)+A;b,8
2,T(B+1)
Since the matrix A, has eigenvalue 4; = 0,

P, < ,and also we get: Y™, &, < Y™ AL 1o, (3.5)

L T(a+1) LTB+ 1)

A2 = Anax (Do) =
the series (3.5) is uniformly convergent, i.e.
lim 3L AT 0y = B AG TRy = (I - A) iy (3.6)

Thus the limiting relation (3.6) signifies uniform convergence of sequences:
{om (%0 m=0 » {¥m (8, ¥0)}m=0o ,thatis:

im xy (6,29) = x (6,%0) ,and  lim v, (£, 70) = ¥ (&, 70)
By all conditions and inequalities of the theorem the estimate

1241 (E x0) — X (2, xo)”) _
< AT(] — Ay) 1D
(||ym+1<t, Vo) — Y, yo)ll ) = 20 L~ A0) P

Is hold for all m=1, 2, ...

To prove that x (t, x,)eD; and y(t,y,)eD, we prove that:

1t
a-1
1}11—120(;(5{)_[ J K(t,s)F(t, s,xm(s),ym(s))dsds
0 —o00
E(t—s)@ 1 [t byt 1 _
—-[0 W(f_OOK(t,s)F(t,s,xm(s),ym(s))ds)ds+ YO ) =
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[‘(a)f f K(t S)F(t S, X (S) y(s))dsds _

fot (tril) (f K(t,s)F(t,s,x (s),y(s))ds)ds + b1t( ) (37)
m._)oo F(ﬁ)f f G(t, $)H(t, s, X (5), ym (s) )dsds
bl b,tF1 ~
J;) r'(B) (f G(t, S)H(t S, Xm (S), ym(S))dS)dS + O —
F(B)f f G(t S)H(t S, X (S) y(s))dsds _
fot (tng) (f G(t,s)H(t,s,x (s),y(s))ds)ds + bi"t(s) (3.8)
We have:

1 t
a—1
;(a) E)[ __([o K(t' S)F(t' S xm(s);ym(s))deS

Le—s)*t (t by -1
_J;) W(-f—ooK(t,S)F(t’s’xm(S)’ym(S))dS)dS+ e
a-1
- ;(a).f fK(t,s)F(t,s,x(5),y(g))dsds
0 -—oo

a—-1

t(t—s)a1 [t byt
+ J; W(-f_wK(t,s)F(t,s,x(s),y(s))ds)ds— e

<

1t
J J 516_/11(t_5)||F(t, s, xm(s),ym(s)) — F(t, S, X (s),y(s))”dsds

(a
0

t+ — \a—-1 t
_ f (t F(SZ) (f 51e—l1(t—s) ”F(t, S, Xm (S), ym(s))
0 —©

— F(t, s,x(s),y (s))”ds)ds

L8y (at® —t%)
- Ml(a+1)

(2 = 2 Il + llym = 1)

And for the function y(t,y,) we have
t

1

1
F(ﬂ)o _f G(t,S)H(t,s,xm(s),ym(s))dsds

Lt —s)F? b1
_fo X0 (f G(t, )H(t, 5, % (), ym (5) )ds)ds + — =)

t

J- G(t, s)H(t, 5,x(s),y (s))dsds

—00

th-1 :

@)

p-1

r'®)

t _ B-1 b
+J;, = 1"(;3)) ( f G(t,$)H(t,5,x (5),y (s))ds)ds —
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Ly8,(BtF~1 — tF)
< LG+ D) Ul = x [ + Iy — ¥ 1D

And since the sequences: {x,, (t, Xo)}m=0 »{Vm(t,Vo)}m=o uniformly convergence to
x (t,x0), ¥ (t, yo) respectively on the interval [0,1] ,that is (3.7),(3.8) satisfies.

Theorem (3.2): If all conditions and assumptions of theorem (3.1) satisfied, then the
functions x (t, x), y(t,y,) are unique solution for system (1.1) on domain (1.2).

Proof: let

(u (t, uo)) _

w (t,wg)

<?:;; fol f_too K(t,s)F(t,s,u(s),w(s))dsds — fot (=) (f_too K(t, s)F(t,s,u(s),w(s))ds)ds + bltu_l)

I'(a) I'(a)
th-1

) fol f_too G(t,s)H(t,s,u(s),w(s))dsds — fot (t_rs();_l (f_too G(t, $)H(t,s,u(s),w(s))ds)ds + bat?2

@

be another solution for system (1.1) then:

”x (t: xO) - u(t' uO)” < %fol f_too ”K(t; S)””F(t, S, X (S),}’(S)) -

F(t,5,u (s),w(s))|dsds — [ “‘Fg;'l UMK I|F(Es,x (), v (s)) =
F(t,s,u(s),w(s))|ds)ds

L6 (at®t —t%)

(lx —ull+1lly =wlD

M+ 1)
And .
ly (6, y0) = wt.wolll < 7 Jy J-on NG @ [H (65, x (5,7 () -

t (t—s)*1

H(t,s,u (s),w(s))|dsds — [, o (f_tOOIIG(t, OIH(E s, x(s),¥(s)) —
H(t, s,u(s),w (s)) ||ds)ds

Ly8,(BtP~1 —tP)
LT(B+1)

(lx =ull+lly =wlD

Rewrite in vector form:

(le(t.xO)—u(t.uo)II) < A(t)<|IX(t) —u(t)ll)

3.9
1y (& 0) — wit, wo)ll ly® - w(®l (39)
By take the maximum value for both sides of (3.9) and reputation it we get:
Il (€, x0) — u(t, uo)ll) (le(t) - u(t)ll)
< AT 3.10
(i)~ witot) = 28 (ly ) — o (3.10)

From (3.9) and condition (1.8) we have A7 — 0 when m — oo that is:
x (t,x9) = u(t,uy) and y (t, yo) — w(t, wy)

Therefor x (¢, xy), y(t, ) is a unique solution for system (1.1).
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Theorem (3.3): Under the hypothesis and conditions of theorem (3.1) if
X(t, xg), (t, o) is any other solution of system (1.1), then the solution is stable if
satisfies the inequality:

(llx (t,xo) — X(¢, xo)”) < (51)

ly (t, y0) — F(t, yo)ll/ — \€2
Where:
a—-1
%(tx0) = 5 fy [ K(6S)F(6,5,% (5),7(5))dsds —
Jy L (K9 (6,5,% (), 7())ds)ds +
byt®1
T'(a) (3.11)

§ty0) =5 fo [, G H(t 5,7 (), 5(5))dsds —

D 6 (5,797 ()ds)ds +

b,th-1

IN(®))
Proof:

L151(ata_1— @

lx(t,%0) = %(&, x0)lI < 2AE= (e = 2| + lly — 71

(3.12)
< Ly8,(BthA~1—tF - -
ly(t, o) = 5 (& yo)ll < 2282 (e — 2l + ly = 71

Rewrite (3.11), (3.12) in victor form we get:

x(t, xo) — £(t, %)l llx(t) — Z()l
(uy(r, Yo) = 7 (t, yo)n> =40 (ny(t) - mn)

By condition (1.8) and for €;, e, = 0 we have:

llx(t, x0) — X(t, xo)l €1
(Ily(t, Yo) =V (&, yo)ll) = (ez) (3.13)

By the definition of stability, we find that X(t, xy), ¥ (t, y,) is stable solution for system
(1.1)

Example (3.1): consider the following system of fractional integrodifferential equations:

t
D*3x(t) =f (4e?s + 1)%%
t

D3/%y(t) = J 3cos (2s)(y(s) + sin(x(s)))ds
D/3x(0) = 0_,oo DY3x(1) =2, DY2x(0)=0, DY2x(1)=3

(3.14)

Comparing (3.14) and (1.1) we see that, a =4/3,8 =3/2,k(t,s) = (4e% +
1),G(t,s) = 3cos (25)

F(t, s,x(s),y(s)) = x(s)/y(s),H(t, s,x(s),y(s)) =y(s) + sin(x(s)),ifwe choose M; =1,
M,=1,L, =2M,,L, = 2M,, 6, = 1,8, = 2,1, = 2,1, = 3,then (1.3) — (1.6) holds and :

10
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4.

A max (AO) =

Fractional Boundary Conditions

Lio-1 L&E-1) @MU/3-1D @O@E/2-1)
LT(@+1) " L,TB+1)  (2)(1.1906) (3)(1.3293)

Thus, by Theorems (3.1) -(3.3), we obtain that (1.1) has a unique stability solution.

Conclusions

The article presented some existence and uniqueness results for a boundary value

problem of fractional integro-differential system. The prove of the theorems based on two
basic conditions (1.8), (3.1). The basic of fractional differentiation were used to find the
solution formula. The idea of existence and unigueness theorem is the basis for finding
results. The present work can be extended to boundary value problem with nonlocal and
nonseparated fractional boundary conditions.
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