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Cardiac disorders refer to irregular activity at the heart. Cardiac abnormalities 

sometimes do not exhibit any and unreasonable symptoms that can lead to 

sudden death due to heart-cracking functions. This article is to develop a 

program capable to detect cardiac abnormalities activity through the application 

of Multilayer Perceptron (MLP). A certain number of heart rate signal data from 

an electrocardiogram (EKG) will be used in this paper to train and to test the 

network performance of the MLP. MLP is trained by several techniques that 

Backpropagation (BP), Bayesian regularity (BR), and Levenberg-Marquardt 

(LM). 
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1. Introduction  

 

 The heart is an important organ in the human body and it is a myogenic contract without the signal of 

the nervous system. Pacemakers will generate signal waves for contracts and delays in AV nodes[1]. Then, 

the signal is passed to the peak of the heart and is scattered throughout the ventricle. This is a heart process 

for pumping oxygenated blood throughout the body. However, these organs still have failures or abnormal 

activity for some reason. Heart abnormalities will occur as blood pumps fail for the rest of the body in the 

heart beating normally[2]. This will happen when a blood clot is blocked by an artery connected to the heart. 

The presence of blood clots will make the arteries narrow and disrupt the transportation system in the human 

body. In a short period, the heart will be weak, and the blood containing oxygen pumped throughout the body 

will be lacking, causing the cells in the body to lack oxygen [3]. This will cause a heart attack. 

 Heart disease is a cardiovascular disease that is a major health problem throughout the country. Heart 

disease is currently one of the highest causes of death. Death from heart disease throughout the United States 

reaches 959,227 sufferers, i.e. 41.4% of all deaths or every day 2,600 inhabitants died from heart disease. In 

Indonesia, the death caused by heart disease reaches 9.7% with 5.1% is ischemic Heart sufferer [4]. Heart 

disease is a narrowing or blockage (arteriosclerosis) of a coroner artery caused by a buildup of fatty 

substances (cholesterol, triglycerides) that are getting longer and accumulate under the deepest layer 

(endothelium) of the artery wall. As a result of the blockage itself, the supply of chemical energy to the heart 

muscle decreases, so there is a disturbance of the balance between supply and blood requirements [5].  

 Coronary heart disease is a condition of a person who has an obstruction in the heart vein due to plaque 

buildup. One factor in the occurrence of coronary heart disease is the pattern of poor food consumption that 

increases the level of fat in the body[6]. Coronary heart disease (CHD) is a form of cardiovascular disease 

that has become the number one cause of death in the world [7]. 

Conventional Analytical techniques that have been used as long as it is not as effectively used to diagnose 

because this technique causes bias, errors, and excessive medical costs affecting the quality of services 

provided to patients. Along with the development of medical knowledge-based systems, the demand for the 

use of computer-based knowledge systems as an analytical technique in diagnosing disease becomes 

increasingly important. Therefore, it is time to develop a computer-based knowledge system that is modern, 

effective, and efficient in diagnosing diseases [8].  

 Heart defects can be detected by using ECG. EKG is a test to demonstrate the electrical system in the 

work of the heart. During ECG, the power leads are placed on the chest, arms, and legs. The contact is 
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detected as a small electrical signal and tracing on the graph paper to depict electrical signals throughout the 

heart muscle. Heart defects can be detected as electrical signals are described differently from normal. Data 

from the ECG will extract to detect cardiac abnormalities using the Multilayer Perceptron (MLP) neural 

network technique. P, QRS and T amplitude peaks will show heart abnormalities. An MLP consists of 

multiple layers with each layer fully connected to each. The project will train the MLP neural network using 

a learning algorithm to detect abnormal activity from the heart by using P, Q, R, S, and T amplitude and 

duration as input parameters. The learning algorithm used in the MLP network to train the neural networks, 

backpropagation (BP), Bayesian regularity (BR), and Levenberg-Marquardt (LM [9]. Multilayer Perceptron 

is the most common topology of JST, in which the connected Perceptronperceptron forms multiple layers. An 

MLP has an input layer, at least one hidden layer, and an outer layer (output layer). [10] 

 

2. Overview 

 

This section will talk about more details about how human heart functions and how impulses are 

generated. It will then elaborate on the EKG signal that will be able to see on the Holter Monitor. EKG 

signals will extract for use in MLP networks. The MLP network will be used BP, BR, and LM training 

algorithms that allow the algorithm to recognize the activity of heart abnormalities, human hearts, located 

behind the breastbone (breastbone) with the size of the fist, and consist of the heart muscle. It is a myogenic 

organ, which means it is not mastered by the brain. Relaxes to pump oxygen and deoxygenated blood to all 

parts of the body; Controlled by a pacemaker that produces electrical impulses. Heart contracting and 

relaxation in rhythmic cycles  [11].  

Deoxygenated Blood will enter the heart through the vein cava, then the blood will pump into the right 

atrium before entering the right ventricle. From the right ventricle, the blood will pump to the lungs through 

the pulmonary artery. Oxygenated blood from the lungs will enter the heart through the pulmonary vein to 

the left atrium. Then, the blood enters the left ventricle before the heart leaves through the aortic to be sent to 

all parts of the body. To ensure there is no blood flow, all four chambers have been called second valves and 

tricuspid. Due to blood pressure on the valve, it produces a ' club, dups ' sound rhythm[12]. Diastole atrial 

and ventricular take about 0.4 s, atrial take systole about 0.1 s, and ventricular systole takes about 0.3 s; Mean 

Systole and Diastole complete take cycle about 0.8 s. The average heart rate essentially takes about 0.8 s/beat 

or 75 beats/minute [13].  

The race or SA node generated the signal to create an atrium contract simultaneously. The signal will be 

delayed in the AV node to ensure the completion of the atrium is completed and their space completely 

emptied. Then, the signal is done for the cardiac apex with Purkinje fibers and the bundle branch. When the 

spread of signals across the ventricle, it would be a contract from top to top. Signal results will be recorded as 

an EKG signal. ECG can be defined as a non-invasive device used to measure and monitor the electrical 

activity of the heart through the skin. A wave is produced by an electrocardiogram. This particular wave is in 

response to the electrical changes that occur in the liver. The electrical changes that occur in the liver that are 

used to detect problems begin with the environmental changes of the ionic liver. Followed by the 

decompression system of cardiac conduction with the breakdown of muscle fibers due to lack of blood 

supply then some heart disease detected. The waves produced by the monitoring electrocardiogram indicate 

the electrical changes occurring inside the liver. 

 
 

Fig 1. ECG Signal Normal Wave 

 

By looking at Figure. 1, there are essentially a few waves that can be described as Wave P, the QRS 

complex (which often includes Q wave, R wave, and P wave), T wave and U wave. Each of these waves can 

be explained as follows; 

TABLE 1 

SIGNAL WAVES AND THEIR REPRESENTATION 
Wave Heart conditions 
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Wave Heart conditions 

Wave P Atrial Depolarization3 

QRS Complex Ventricular depolarization 

T Wave Ventricular repolarization 

Wave U Repolarized Fiber Purkinje 

 

An MLP is a logistical regression classifier where the first input is transformed using a non-linear 

learning transformation[14]. This transformation projects the input data into the space in which it becomes 

linear separated. This intermediate layer is referred to as a hidden layer. A single hidden layer is enough to 

make MLPs a universal approximator. Multilayer Perceptron coating illustrated in the figure. 2 

 

 
Fig 2. Multilayer Perceptron Coating 

 

The most common algorithm for the Multilayer Perceptron network is The Backpropagation (BP) 

algorithm. The following discussion regarding the Backpropagation algorithm is based on the book by 

Haykin (1994)[15]. Backpropagation is a gradient descent procedure that attempts to reduce errors between 

the network output and the desired outcome. Bayesian Regularization (BR) is a powerful add-on for neural 

network training that allows automatic optimization of weight-loss parameters. Thus, both Levenberg-

Marquardt (LM) and Bayesian Regularization (BR) are more efficient. A combination of LM and BR applies 

very little additional compute charges, as it exploits the approach to Hessian. Therefore, heavy decay can be 

updated easily after each training cycle [16]. 

 

3. Method 

 

Neural networks are computing systems, inspired by the concept of biological nerve cells known as 

neurons. Neurons are small cells that our brains consist of. A biological neuron is defined as a collection of 

several billions of neurons[17]. Based on the concept, the proposed artificial neural network, which can 

model the structure of biological neurons both in terms of their architecture and operation. They serve as 

mathematical computing models for non-linear approaches, data classification, and clustering/parametric 

regression functions. Serves as a simulation for the behavior of the human model's biological neuron 

collection. Artificial neural networks are capable of providing performance reliability especially in decision 

making in placing the human brain[18]. 

Therefore, that can act as an alternative to intelligent systems. One of the most commonly used artificial 

neural networks for that purpose is the Multilayer Perceptron network. In 1958, Rosenblatt introduced the 

model of the Perceptron. Cascading of some models of perceptron in the layer generates a network as shown 

in the figure. 2. This neural network is referred to as the Multilayer Perceptron network. Based on the Fig. 2, 

the Multilayer Perceptron network with m output and hidden nodes and input nodes can be declared as. 

 

Ŷ(t)= 𝑤𝑗𝑘
2𝑛ℎ

𝑗=1 𝑓   𝑤1
𝑖=1

1
𝑖𝑗
𝑥1

0 𝑡 + 𝑏𝑗
1 for 1 ≤ k≤ m .....................................(1) 

 

Based on Equation 1, 𝑊𝑖𝑗
1  Is that each shows a heavy connection between the input layer to the hidden 

layer while 𝑊𝑗𝑘
2  Shows as the connection weights between the hidden layers to the output layer, respectively. 

𝑏𝑗
1 Equation 1 represents the hidden threshold of nodes and 𝑥1

0 Shows the input parameter that is fed to the 

input layer. In this study, the sigmoid activation function has been selected and signifies it as in Equation 1. 
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By referring to equations (1), the values 𝑊𝑖𝑗
1 , 𝑊𝑖𝑗

1 , and 𝑏𝑗
1 Determined based on the appropriate algorithm. In 

this study, three different training algorithms were used which were Backpropagation (BP), Lavenberg 

Marquardt (LM), and BAYESIAN (BR) algorithms.  

Backpropagation, the most commonly used training algorithm, is the gradient of hereditary procedures 

that efficiently calculates derivative values, and modify the weights according to the parameters known as the 

level of learning [16]. Backpropagation is a decent steep type algorithm where the heavy relationships 

between 𝑗𝑡ℎ  neuron are hidden layers and 𝑖𝑡ℎ    with neurons, the input layer is each updated according to: 

𝑤𝑗𝑖   𝑡 = 𝑤𝑗𝑖  𝑡 − 1 +  ∆𝑤𝑗𝑖 (𝑡) 

𝑏𝑗   𝑡 = 𝑏𝑗  𝑡 +  ∆𝑏𝑗 (𝑡) 

 

∆𝑤𝑗𝑖 (𝑡) and ∆𝑏𝑗 (𝑡) given by: 

 

∆𝑤𝑗𝑖   𝑡 = 𝜇𝑤𝜌𝑗  𝑡 𝑥𝑖(𝑡) + 𝛼𝑤∆𝑤𝑗𝑖 (𝑡) 

∆𝑏𝑗   𝑡 = 𝜇𝑤𝜌𝑗  𝑡 𝑥𝑖(𝑡) + 𝛼𝑤∆𝑏𝑗 (𝑡) 
 

That specifies the W and B effect change parameters 𝛼𝑤 and 𝛼𝑏 In the direction of the movement in the 

parameter space, 𝜇𝑤, and 𝜇𝑏 and represents the level of learning and 𝜌𝑗 (𝑡) is a signal error from a j
th 

neuron 

hidden layer that is re-deployed in the network. Due to the neuron activation function of linear output, the 

error signal on the output node: 

𝜌  𝑡 = 𝑦𝑘   𝑡 − Ŷ𝑘(𝑡)...............................................................(2) 

 

Where yk(t) is the expected output. For neurons on hidden layers: 

 

𝜌𝑗  𝑡 = 𝐹′′ 𝑋𝑖 𝑡   𝜌𝑗
𝑘

𝑗 (𝑡)𝑤𝑗𝑘
2 (𝑡 − 1)..........................................(3) 

 

Where F” (xi(t)) is a derivative of F’’ (xi(t)) with xi(t). Since the back of the Backpropagation algorithm 

is a kind of steep-worthy algorithm, the algorithm suffers from a slow convergence rate. The search for 

global minima may be stuck in the local minima and the algorithm can be sensitive to use parameters to be 

selected.  

The Levenberg-Marquardt algorithm is a localized, highly deterministic optimization algorithm based on 

gradients. Once used to train the MLP model, the advantage of Levenberg-Marquardt over the traditional 

Back Propagation algorithm is that it can deliver (second-order) levels of convergence faster and remain 

relatively stable. Like the Kuasi-Newton method, the Levenberg-Marquardt algorithm is designed to 

approach the second-order pace of training without having to calculate the Hessian matrix[16]. When 

performance functions have the form of some squares (like typing in the Feed Training Network forward), 

then the Hessian matrix can be estimated as: 

H=J
T
J 

And gradients can be counted as: 

g=J
T𝜌 

 

Where J is a Jacobian matrix that contains the first derivative of a network fault concerning weights and 

biases, and e is a vector of network errors. The Jacobian matrix can be calculated through a standard re-

propagation technique that is much more complex than the Hessian matrix computing. The Levenberg-

Marquardt algorithm uses this approach for the Hessian matrix as following Newton-like updates: 

 

∆𝑤 = − 𝐽𝑇𝐽 + 𝜇𝐼 𝐽𝑇−1 𝜌.....................................................(4) 
 

Where ∆𝑤 is differential weights and 𝜇 is a control parameter. When scalar 𝜇 Zero, this is just Newton's 

method of using the approximate Hessian matrix. When large, this becomes a gradient descent with a small 

step size. The Newton method is faster and more accurate near the minimum error, so the goal is shifted 

towards Newton's method as quickly as possible. So, 𝜇 Decreases after each successful step (decreased 

performance function) and increases only when the tentative step improves performance functions. In this 

way, performance functions will always be reduced at every iteration of the algorithm. Remembering the 

Baye rules where: 

P(θ|D)= (
Ϸ θ D 

𝑃 𝐷 
)..............................................................(5) 
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In general, this will give the entire θ. This process is applied distribution through the network value and 

comes with a probability distribution over the network weight, w, considering the training data p (w | D). 

When locating the posterior distribution: 

 

P(θ|D)= (
Ϸ D W 𝑝(𝑤)

𝑃 𝐷 
)= (

Ϸ D W 𝑝(𝑤)

 𝑃 𝐷 𝑤 𝑝 𝑤 𝑑𝑤  
) 

 

In Bayesian formalism, learning weights means changing our beliefs about weights from before, p (w), 

to Posteriorly, p (w | D) As a consequence of viewing the data as illustrated by Figure. 3 

 

 
Fig 3. Changing weights before Posterior weight 

 

Meaning a square fault (MSE) is an error that occurs in each of the data obtained each time the data 

iteration is added. The smaller the MSE value obtained, the more accurate the prediction is obtained and the 

smallest MSE value obtained when the MSE graph obtained is horizontal. At this time, neural network 

performance is constant and stable. The highest predicted accuracy performance with the lowest MSE value 

will determine the optimal amount of data iteration. However, the performance focus of neural networks is 

devoted to performance in the trial phase. Then, determining the number of hidden nodes is performed using 

the same method. At this time, the number of data set training iterations with the optimum value gained 

previously. 

The accuracy of the detection data will be calculated based on the amount of correctly classified and 

divided by the amount of data in the class. For the determination of MSES, the data output deviation 

detection versus the actual output Data will be supported-squared and the result will be total to find the 

average deviation of each data. MSE will be calculated with the following equation: 

 

MSE =    𝒚 𝒕 − Ŷ(𝐭)𝟐 𝒏=𝟏  /𝒏...................................................(6) 

 

With y(t) is a temporary data forecasting output Ŷ (t) actual and nth output data is the amount of data 

used. 

 

4. Result 

 

To determine the suitability of a Multilayer Neural Network as a diagnostic system for cardiac 

abnormalities activity problems, fundamental analysis is required which is diagnostic performance analysis. 

Performance diagnostic analysis shows the accuracy measurements of Backpropagation (BP), Levenberg-

Marquardt (LM), and Bayesian regularization (BR) training and testing. Table 2 shows the performance of 

the Multilayer Perceptron network Trained By Backptopagation, Levenberg-Marquardt, and Bayesian 

regularization. From the results, Bayesian Regularization trains algorithms Outperform Levenberg-Marquardt 

and backpropagation training algorithms in given the best accuracy predictions. The Regularization Bayesian 

training algorithm delivers 98.523% during the training phase while 98.305% at the test stage. 

MSE performance shows 4.667, 4.067, and 0.237 BP, LM, and BR, respectively. From MSE results, BR 

can provide the best prediction to compare with LM and BP training algorithms. Results show the accuracy 

of prediction by using the BR training algorithm either normal patients or not. BP's training algorithms are 

capable of fast processing but cannot sustain good results since the pitfalls in local minima. LM delivers 

better results than BP's extended BP. Better results during performance predictions and MSE analysis is 
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given. The BR training algorithm is based on performance analysis statistics show better on both predictions 

and MSE analysis. 
TABLE 2 

RESULTS IN THE ACCURACY OF TRAINING ALGORITHMS 

Achievements Algorithm Training 

 MR LM BR 

Accuracy training, (%) 92.104 93.270 98.532 

Testing accuracy, (%) 94.932 94.145 98.305 

Mse 4.667 4.067 0237 

 

5. Conclusion 

 

This article analyzes the capabilities of the MLP network to classify the detection of cardiac 

abnormalities activities by using features from EKG signals. The MLP network demonstrates the reliability 

and ability to classify the heart abnormalities activity with high accuracy performance and low MSE reading. 

BR training algorithm is capable to be used as an MLP network. 
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