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Abstract— The purpose of this study is to compare the video quality between the 

Samsung HP camera and the Xiaomi HP camera. The object of study was UNPRI students 

who walked through the front yard of the UNPRI SEKIP campus. Here we test how 

accurate the camera's HP capture capacity is used to take the video. The method used to 

test this research is the Convolution Neural Network method. Object detection and 

recognition aim to detect and classify objects that can be applied to various fields such as 

face, human, pedestrian, vehicle detection, besides the ability to find, identify, track and 

stabilize objects in various poses and important backgrounds in many real-time video 

applications. Object detection, tracking, alignment and stabilization have become very 

interesting fields of research in the vision and recognition of computer patterns due to the 

challenging nature of several slightly different objects such as object detection, where the 

algorithm must be precise enough to identify, track and center an object from the others 
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I. INTRODUCTION 

Object detection and recognition aim to detect and 

classify objects that can be applied to various fields such 

as face, human, pedestrian, vehicle detection (Huang, 

Pedoeem, & Chen, 2018), besides the ability to find, 

identify, track and stabilize objects in various poses and 

important backgrounds in many real-time video 

applications. Object detection, tracking, alignment and 

stabilization have become very interesting fields of 

research in the vision and recognition of computer 

patterns due to the challenging nature of several slightly 

different objects such as object detection, where the 

algorithm must be precise enough to identify, track and 

center an object from the others. Studying good video 

representation is the foundation of many computer 

vision tasks with many methods that have been 

proposed by researchers such as Faster R-CNN (Ren, 

He, & Girshick, 2017).  

 

Mobilenet-SDD discretes the output space of the bounding 

boxes into a set of default boxes above different aspect ratios 

and scales per feature map location (Li, Li, Lin, & Li, 2018). 

SSDs are relatively simple for methods that require object 

proposals because they completely eliminate proposal 

creation and subsequent pixels or resampling feature stages 

and summarize all calculations in one network. This makes 

it easy to be trained and directly integrated into systems that 

require detection components, using a model architecture 

called MobileNet based on convolution that can be separated 

in depth, suitable for use in embedded devices (Li, Li, Lin, 

& Li, 2018). MobileNets is based on a sleek architecture that 

uses convolution that can be separated in depth to build a 

lightweight neural network (Howard, et al., 2017) 

      In this paper, we propose the use of the CNN method for 

object detection usingSingle deep neural network with the 

Single Shot MultiBox Detector (SSD) approach to object 

data sourced from the recording of student activity using 2 

(two) types of camera types of mobile devices namely 

Samsung and Xiomi. The analytical framework was tested 
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by the Mobilenet-SSD method to detect objects from 2 

camera source records and then evaluated by comparing 

the effect of the recording quality of the mobile device 

on the accuracy of object recognition using the 

Mobilenet-SSD method. The results of the model 

classification will be evaluated every frame per second 

(FPS) on 2 types of video recordings and testing is done 

with the stratified cross validation method to measure 

accuracy based on the confusion matrix (Li, Li, Lin, & 

Li, 2018). 

 
II. LITERATURE REVIEW 

Object detection is one of the fields of computer vision 

research that attracts much attention by researchers, it is 

seen from many new methods proposed with a high 

degree of accuracies such as Faster R-CNN, SSD, 

YOLO, and others. The R-CNN Faster method 

proposed by Shaoqing Ren (Ren, He, & Girshick, 2017) 

is a proposed method to improve accuracy and 

efficiency in object detection from the Fast R-CNN and 

R-CNN methods. The R-CNN Faster uses a feature map 

to identify regional proposals, a separate network is used 

to predict regional proposals. The predicted region 

proposal is then reshaped using the RoI pool layer which 

is then used to classify the image in the proposed area 

and predict the offset value for the bounding box. In 

addition, this method has two networks namely the 

network proposal area (RPN) to produce regional 

proposals and the network uses this proposal to detect 

objects. The main difference here with Fast R-CNN is 

that it will later use selective search to produce regional 

proposals. The time costs of producing regional 

proposals are much smaller in RPN than selective 

searching, when RPN shares most of the calculations 

with the object detection network. In short, the RPN 

ranks the area squares (called anchors) and suggests the 

objects that are most likely to contain objects. 

Single Shot MultiBox Detector (SSD) method proposed 

by Wei Liu (Liu, et al., 2016), to detect objects in an 

image using a neural network in a single, discretizes the 

boundary box output space into a set of default boxes 

for various ratios and scales per location feature. At the 

time of prediction, the network generates a score for the 

existence of each object category in each default box 

and results in adjustments to the box to better match the 

shape of the object. In addition, the network combines 

predictions from several feature maps with different 

resolutions to naturally handle objects of various sizes 

and SSDs have much better accuracy, even with smaller 

input image sizes, while the YOLOv3 method proposed 

by Joseph Redmon (Redmon & Farhadi, 2018) The 

YOLO network divides images into regions and predicts 

bounding boxes and probabilities for each region. This 

bounding box is weighted by the predicted probability. 

This model has several advantages over classifier-based 

systems. It is seen in all images at the time of testing so that 

the predictions are informed by the global context in the 

image. 

III. PROPOSED METHOD 

In this study, the work procedures in this study are: 

1. This dataset is in the form of video data of student activity 

recordings that are held together using 2  (two) types of 

cellular devices 

2. Object detection itself has a role in determining the  

objects captured by the camera, stored in a database or 

not. So that it can conclude the results of objects that have 

been tracked. 

3. Feature Extraction is the process of taking the 

characteristics of an object that can describe the 

characteristics of the object. 

4. Classification is the process of grouping objects based on 

the characteristics of similarities and differences. 

5. Object Tracking is able to detect moving objects, filter out 

noise, and other movements that are not needed. 

6. The results of this study are the MobileNet-SSD method 

which is proven to be able to classify objects which at this 

stage the objects in the dataset are classified whether 

included in people, objects and others 

Comparative testing of the video quality of mobile devices 

for object recognition using the MobileNet-SSD method is 

carried out in several stages, namely the training phase 

aimed at training the MobileNet-SSD network. Training data 

can be seen in the picture below. The process of data 

retrieval uses 2 (two) cellular devices, namely Samsung and 

Xiomi by taking natural data around the location of the 

University of Prima Indonesia Campus with 9 video items 

totaling 412MB in size, the recording results of both cellular 

devices will be tested on the MobileNet-SDD method, such 

as shown in figure 2. 

 
Figure 2.2 Architecture 

 

 
figure 2 Mobile-SSD 
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IV. RESULT AND DISCUSSION 

 

 
Tabel 3.1 Classification Comparison Results 

 
In table 3.1 the results of the comparison of object 

recognition classifications using 2 (two) different 

camera sources, namely Xiomi and Samsung cameras, 

for the use of Samsung have a classification accuracy of 

96% higher than 91% Xiomi cameras, but for the mAP 

value the two cameras have no difference where this 

indicates the accuracy of object recognition using the 

MobileNet-SSD method is not so big, but the results of 

the classification is very influential on video quality. 

The results in graphical form are shown in Figure 3.2 

 
Figure 3.2 Graph Comparison of Classification Results 

 

Based on the test results, there are differences in the size 

of the original video with the object classification results 

where the application of the proposed MobileNet-SSD 

method re-establishes the video to show the classification 

results, but the resulting size increases by 22% 

V. CONCLUSION AND SUGGESTION 

In this study the MobileNet-SSD method is proposed for 

object recognition with 2 (two) different data sources, 

namely Xiomi and Samsung cameras, from the test results 

several conclusions can be drawn, namely, proposed 

MobileNet-SSD method has object  recognition accuracy 

above 90% where Samsung cameras are higher by 97% 

compared to data sources from Xiomi cameras by 94% but 

quality of video recording results has a significant effect on 

accuracy. object recognition, but for Xiomi camera mAP 

value 93% while samsung camera 93% and object 

recognition classification results using the MobileNet-SSD 

method produce 22% larger video sizes compared to the 

original viode from both data sources. 
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No Video 
Classification Accuracy 

Xiomi Samsung Xiomi Samsung 

1 Video camera 1 91% 95% 90% 95% 

2 Video camera 2 90% 99% 92% 90% 

3 Video camera 3 90% 94% 93% 92% 

4 Video camera 4 89% 97% 92% 90% 

5 Video camera 5 92% 97% 90% 93% 

6 Video camera 6 90% 96% 90% 93% 

7 Video camera 7 90% 99% 91% 95% 
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