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Fuzzy c-means algorithm (FCM) is one of the mostudastering methods
for image segmentation. However, the conventioi@Falgorithm presents
some limits like its sensitivity to the noise besaut does not take into
consideration contextual information and its cogeeice to local minimum
since it is based on a gradient descent methothisnpaper, we present a
new spatial fuzzy clustering algorithm optimized bhye Artificial Bee
Colony (ABC) algorithm. ABC-SFCM has two major charast&s. First it
tackles better noisy image segmentation by makiey af the spatial local
information into the membership function. Secondiymproves the global
performance by taking advantages of the globalckeaapability of ABC.
Experiments with synthetic and real images show ARC-SFCM is robust
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to noise compared to other methods.
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1. INTRODUCTION

Image segmentation is an important step of imagdysis. The task of image segmentation can be
formulated as a clustering process by which a aliginage is divided into multiple meaningful non-
overlapping regions [1-2]. The hard clustering itiarts the dataset into clusters such that onecblgjeactly
belongs to only one cluster. The fuzzy clusterisgigns each data point to all different clusterdhwbme
degrees of membership. The iterative unsupervisedyrC-Means (FCM) algorithm is the most widelydise
clustering algorithm for image segmentation [3546, 7]. However, since the FCM algorithm doestake
into account the contextual information, it is teensitive to the noise and other imaging artefgg;8 10].
To deal with this problem, lots of researchers haw®duced some modifications to the conventidf@M
algorithm to incorporate spatial information. Usstoal. [11] have introduced the weighted fuzzy c-means to
find homogeneous groups for fuzzy data. Yahgl [12] proposed the robust deterministic anneatiaged
FCM algorithm to improve the robustness againssyoSiyal et al. [13] introduced modified FCM for
automated segmentation of medical images to dealintensity in-homogeneities and Gaussian noise
effectively. A modified FCM which incorporates thegasial information into the membership function for
clustering was proposed by Chuaateal [14] to reduce the spurious blobs and removentigy spots in the
images. An adaptive weighted averaging FCM (AWA-ECM which the spatial influancef the
neighbouring pixels on the central pixel is inclddevas developed by Kargt al. [15]. To enhances the
smoothness towards piecewise-homogeneous segroangaidl reduces the edge blurring effect, Wang.et al
[16] proposed adaptive spatial information-theareatiustering (ASIC) algorithm which is obtained by
incorporating spatial constrains to FCM. Ahmet al. [17] proposed a spatial FCM algorithm named
FCM_S, in which the objective function of the trémihal FCM has been modified by introducing a
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regularization term to allow the labelling of a @ixto be influenced by the labels in its immediate
neighbourhood. Chent al. propose in [18] an improved version of FCM_S byraducing extra mean-
filtered image algorithm (FCM_S1) and median-fifiedr image algorithm (FCM_S2) to replace the
neighborhood term of FCM_S. In [19], this regulatisn term is incorporated into a kernel based yuzz
clustering algorithm. In [20] authors incorporatghtial information to the clustering process usingpvel
metric of dissimilarity which is a combination diet feature dissimilarity and the spatial dissinitjyarin
[21], Li et al. combine fuzzy c-means clustering algorithm withtsd constrains based on Markov random
field (NGFCM). In [22] a generalized fuzzy c-meaaigorithm for fast and robust image segmentation ha
been proposed. In [23] Zha@t al. introduces a novel non local adaptive spatial wairg term to modify
the objective function of FCM. The adaptive spafiatameter for each pixel is designed to make tre n
local spatial information of each pixel playing dfetent role in guiding the noisy image segmeiatati
Segmentation experiments on synthetic and real ésyagspecially magnetic resonance (MR) images, show
that the proposed method is robust to noise inrnttage assess the performance of the proposed appioa
[24] authors present a new fuzzy c-means clustgmeatation algorithm based on modified memberdiap t
incorporates spatial information into the membegrshinction for clustering. The spatial function ttee
weighted summation of the membership function erikighborhood of each pixel under consideratidre T
proposed algorithm is initialized by the fast fuazzyneans algorithm based on statistical histogranthwv
speeds up its convergence.

The above methods greatly reduce the effect ofenaisd biased the FCM algorithm toward
homogeneous clustering. However, as an iteratitenigation algorithm, FCM has a strong chance to be
trapped into local minima [4, 8]. For solving thigeakness, recently evolutionary algorithms havenbee
successfully applied. With this issue, we find #et Colony Optimization ACO [25], Particle Swarm
Optimization (PSO) [26-30], Differential Evolutioalgorithm [31-33] and Artificial Bee Colony (ABC)
algorithm [34-36].

The aim of this study is to propose a new segmiemtanethod based on FCM clustering. Our
method deals with two problems of the conventidf@M clustering algorithm. First, we consider spatia
constrains during the clustering process by inc@tirag local neighbourhood information to the mensh
function. The local information reflects the sphirdluence of the neighbouring pixels on the cahpixel.
Secondly, In order to avoid local minima of the tegdaFCM algorithm, we use the ABC algorithm. The
proposed method (ABC-SFCM) deals better with ninsgges and improves global convergence due to the
global searching of the ABC. Experimental resulithveynthetic and real images show that ABC-SFCM
gives better performance than the conventional FERM_S1, FCM_S2, NGFCM algorithms and our
SFCM algorithm without the hybridization of ABC aldgthm.

The rest of this paper is organized as followssénation 2, a description of the proposed Spatial
FCM algorithm is presented. The application of ARChe Spatial fuzzy clustering is given in sect®rin
section 4, some computational experiments are gteeshow the performance and effectiveness of the
proposed method in noise image segmentation. jradime conclusions are drawn in section 5.

2. THE SPATIAL FUZZY C-MEANSALGORITM
2.1. The FCM algorithm

The fuzzy c-means (FCM) clustering algorithm whighs first developed by Dunn [37] and later
improved by Bezdek [2] is one of the most used o@shin image segmentation. The algorithm is an
iterative clustering process, which tends to predan optimak partition by minimizing the cost function
defined as follows:

n c
Jrew V)= Y uid*(x,.v, ) @
k=1 i=1
where X ={X1,X2,.... n} is the data set in thedimensional vector spacejs the number of data

items,c is the number of clusters wit< c < n, u, =U,(X,) represents the membership of Kiepixel to
thei™ cluster, the parameten is the degree of the fuzziness of the clusterirggssy, is the prototype of
the center of cluster dz()(k WV, ) is a distance measure of similarity betweenkheata item and cluster

centerV, .

The membership function and cluster centers araeltby Equation (2) and (3) respectively in the
process of iterations
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Starting from a random patrtition, the FCM algoritbonverges to a clustering solution by searching
for local minima of the cost function. The algonthstops when the membership function in two suéeess
iterations does not change or when a maximum nuwibiggrations is reached.

A fuzzy clustering problem is an optimization pretnl [22] as well as a combinatorial optimization
problem that is hard to solve, even for small valofc andn.

2.2. The Spatial FCM algorithm
In the standard FCM algorithm for a pix#| L11 wherel is the image, the clustering o, with

clusteri depends only on the distance measure betwgerand the center of the cluster Since the

clustering process is related only to the histogiemimage and does not take into account any dpatia
information, the FCM algorithm is sensitive to reoand other artefacts [9, 26].

One of the important characteristics of real-wdrthges is that neighboring pixels usually have
strong correlation between them. In other wordthef pixelx, belongs to the clustérthen its neighbors that
exist in a window around it should have similar &igh membership values ificlustering. Therefore, we
propose in this paper, a new spatial FCM algoritiafted SFCM to improve the performance and over&eom
the limitation of the standard FCM algorithm. InG@% algorithm, a new membership function for clustgr
is used based on the spatial neighborhood infoomati

Our clustering algorithm takes into account thealapatial correlation between adjacent pixels by
introducing the spatial information into the menghép function of the conventional FCM algorithm.€eTh
fuzzy membership function given in equation (2) ahd clusters centers given in equation (3) can be

extended to:
Z uij pkj

« _ jON (4)
U =5 ———

DIDINI ¥

s=1 jON,
n
*M
Zu ik Xy
— k=1

*M
U ik
k=1
where U, is the membership function defined in the stand&@i1. The probabilitypkj exploits the

*

V.

(5)

spatial information and represents the influencehef neighbouring pixels on the central pixgl. N,

stands for the set of neighbors falling into a vawdaround the central pixet, .
Based on the fact that the similar nearest neighispthe higher the interaction becomes and so the
stronger the influence will be, the facip(j of the neighbo; is based on two factors: the pixels intensity or

feature attractiodkfj and the spatial positions of the neighbors oadist attractiodksj .

The feature attractior(dkfj is defined as the absolute intensity differenceavben the pixel and its
neighbors and it is defined as following:

An improved Spatial FCM algorithm Based on ArtdldBees Colony (Ouadfel Salima)
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dg = ‘xk - xj‘
6)
And the distance attractiodksj is defined as the Euclidean distance between thedomtes of the
pixel and its neighbors as follows:

s — L _ 2
o =kl
7)
Then the contribution factdd,; is defined as follows:
D, = 1 9 1
K~ gt /2" 4s
dkj /Jk dksj 8)

where sz represents the local density surrounding the cepitxal X, .
With this definition, the probabilityple increases when the grey level of the negfeseighbours is

close to the grey level of the central pix¢l anckwersa.
The new cost function of the proposed SFCM algorith expressed as follows:

‘]*FCM (U*!V):Zn:iui*kmdz(xkyvi ) 9

k=1 i=1

3. THE ABC BASED SFCM ALGORITHM
3.1 ARTIFICIAL BEE ALGORITHM

The Atrtificial Bee Colony (ABC) algorithm [38] is eelatively new global optimization algorithm
developed by Karaboga in 2005. ABC algorithm taikgsnspiration from the foraging behavior of honey
bees (Karaboga, 2005). Since its introduction,AB& algorithm has been applied with a great suctess
different optimization problems [39].

In the ABC algorithm, each food source positionrespnts a solution to a specific problem and the
amount of nectar in a food source represents thective function (the fitness) of the solution. the hive,
three types of bees are considered: employed belemker bees and scout bees. The number of enplmye
onlooker bees is generally equal to the numberalifitions in the population of solutions. The ABC
algorithm consists of a number of cycles. Duringhe@ycle, there are three main parts: sending the
employed bees to the food sources and measuriirgnibetar quantities; selecting the food sourcedhay
onlookers; determining the scout bees and explaraw possible food sources.

Firstly, the ABC algorithm generates randomly aitiahpopulation ofNp solutions. Each solution
is aD dimensional vector, whei® is the number of optimization parameters.

For generating an initial solution for thi employed bee, the equation 10 is used

Xij = Xrjnin + rand (0’ 1)X (XrLax - XrLin) (10)
(i=1....Npandj=1....,D)
where thex,Lm and X,Lax are the upper bound and upper bound ofjtheomponent of

the solutiorg;.
After this initialization step, each employed bemarshes the neighborhood of the food source
(solution) in her memory and modifies it using eipra(11)

Uy =% + @ * (v — %)
(i,k=1....Np,i#zkandj =1,....,D)
The employed bee updates her memory with this ra@utisn if its quality is better; otherwise, it
keeps the old solution and increments its trail l{the solution has not be improved).
When all employed bees have terminated the seaodesgs, they share their experiences with the

onlookers. Each onlooker bee is send to the foaucso(solution) with a probability; using the following
equation:

(11)
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fit,

Np
> fit,
k=1

After choosing a source, the onlooker bee produacedndidate food position from the old one in
her memory, using equation 11. Just as employedibeg, the onlooker bee evaluates the new solatidn
compares its fithess with the one of the solutiomér memory. If the new food source has equaletieb
quality than the old source, the old one is refldnethe new one. Otherwise, the old one is rethare the
corresponding trail is increases by 1.

When all onlooker bees have update solutions, tihatisn with the maximum value of trail is
recorded. If the traibf this solution exceeded a predetermirigdit, the solution is considered to be an
abandoned solution; meanwhile, the employed beerbes a scout. The scout randomly produces a new
solution by equation (10) and then compares tmedsg of new solution with that of its old one.Hétnew
solution is better than the old solution, it islemed with the old one and set its otxail; into 0. This scout
will be changed into an employed bee.

This process is repeated until the maximum numbeydesMCN is reached. The optimal solution
is represented by the bee (solution) with the hiditreess value.

(i =1....Np) (12)

3.2. The ABC-SFCM algorithm

Owing to the advantages of the local spatial infation, our new spatial fuzzy clustering algorithm
(SFCM) improves the performance of the segmentagsualt of the noisy image. But since it is andtie
hill-climbing algorithm, it can be trapped in thechl minimum. In order to avoid the local convergenwe
consider in this paper the clustering image segati@nt as an optimization problem and we use théailo
searching ability of the ABC algorithm to search tptimum cluster centers.

In the proposed clustering algorithm (ABC-SFCMkvearm ofNp bees represents a set of cluster
centers. We formulate each bee as a potentialieoltd the fuzzy clustering problem. Each indivithaez

in generationG is formulated asz :{Vil,viz,...vic} wherev, represents th&" cluster center for thé"

bee. The bee’s quality is measured using the abgfinction:
1

= oY 13)
with
FOU W =230 -, I (14)
=1 k=1

The smaller isJi* , the higher is the individual fitne§i; and the better is the clustering result.

When algorithm gets into the convergence, we cdrtheroptimal fuzzy partition matrix to a crisp
partition matrix. The defuzzifcation is carried dw assigning each pixel to the cluster with thghbst
membership.

The main steps of ABC-SFCM algorithm are presebedbbw:

Initialize the cluster numbearand all the constant parameters;
Generate initial population using equation (10)
Evaluate the population using equation (13)
Setcycleto 1

FOR each employed bee

a. Produce new solution by using equation (11)
b. Calculate the fitness using equation (13);

C. Apply the greedy selection process

End For

FOR each onlooker bee

a. Select a solution using equation (12)

b. Produce new solution using equation (11)

c. Calculate the fitness using equation (13)

d. Apply the greedy selection process

8. End For

9. If there is abandoned solution then

a. Generate a random solution using equation (10)
10. Memorize the best solution (best cluster centarkjeaed yet

S

No
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11. Update cycle

12. If cycle <=MCN goto step 5

13. Do the segmentation by assigning each pixel taligter for which the
membership value is higher.

4. COMPUTATIONAL EXPERIMENTS

In this section, the results of the applicatiorthe proposed ABC-SFCM algorithm in noisy image
segmentation are presented. In our experimentsiysgea number of synthetic and real images corrupted
respectively by “Gaussian” and “salt & pepper” maigo test the robustness of the proposed algarithm

Besides our ABC-SFCM algorithm, five other segmtote methods are also used in the
comparative experiments. The first one is the cotiveal FCM algorithm proposed by Bezdek [3]. The
second and the third ones are the Spatial fuzzsterimg algorithms FCM_S1 and FCM_S2 proposed by
Chenet al.[18], the fourth one is the NGFCM algorithm propd®/ Xiaoheet al.[21]. The last one is our
Spatial FCM algorithm described in section 2.

In all experiments, the parametein FCM_S1 and FCM_S2 is set to be 0.6 and thenpatet[3 in
NGFCM is set to 1950 in consideration to the compse between computational cost and segmentation
accuracy. There are three control parameters in AR@rithm, the swarm sizBp, the maximum cycle
numberMCN and the limit. They are set as folloWp=20, MCN=2000,limit=100.The weighting exponent
is set to 2. All the algorithms have been developéti Borland C++ on a Pentium IV, 1.7 GHz PC, with
512 KB cache and 2 GB of main memory with Window éhvironment.

4.1. Resultson synthetic image with 3x3 local window

To verify the ability of the algorithm to resistetimpact of noise, we apply the six algorithmstfirs
to a synthetic image shown in Figure 1. The syithetage is composed of 126x126 pixels, includiwg t
clusters whose gray levels are 0 and 90 (cf Figa®. Each cluster is corrupted by a “Gaussians@dn
Figure 1 (b) and a “Salt & Pepper” noise in Figafe). A 3*3 window centred on each pixel except the
central pixel itself is used for each noisy image.

Figure 1 and Figure 2 are the segmentation resul& corrupted image with “Gaussian” noise and
“Salt&Pepper” noise. Visually it can be seen tha traditional FCM is much more sensitive to noesag
the segmentation is far from the ideal becausedsdot take into account the spatial local infaroma
FCM_S1, FCM_S2, NGFCM and SFCM give better resudisause of the neighborhood information used in
the clustering process. SFCM performs noise imagengntation much better than FCM_S1, FCM_S2 and
NGFCM and its segmentation result is much closeth® ground truth. ABC-SFCM outperforms others
algorithms because it uses the global searchirlgyabf the ABC algorithm and the optimal clusteznters
can be obtained much better.

(e) ) @ ()

Figurel. Comparison of segmentation results oncadiwsters synthetic image corrupted with Gaussian
noise. a) Original image. b) Noisy image with 5%u€sian noise. c) Result by FCM. d) Result by FCM_S1
e) Result by FCM_S2. f) Result by NGFCM. g) ResyitSFCM. h) Result by ABC-SFCM.
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(e) ® (9) (h)

Figure 2.Comparison of segmentation results on a-clusterss synthetic image corrupted with Salt&Pe|
noise. (a) original image. (b) noisy image with 584alt & pepper’ noise. (c)Result by FCM. (d)Redoit
FCM_S1. (e)Result by FCM_S#)Result by NGFCM. (g)Result by SFCM. (h)Redut ABC-SFCM.

The segmentation accuracy of applying these alguost to the synthetic image corrup
respectively by the “Gaussian” noise and the “8att pepper” noise with derent levels is given inable 1.

Here, the Segmentation Accuracy [1] (SA) is defiast
SA= Numberof correctlyclas§|f|ecp|xelsx100%
Totalnumberof pixels (15)

From Tablel we can see that the proposABC-SFCM algorithm gives betteperformance than
FCM_S1 and FCM_S2, NGFCM and SFCM algorithms inghesence of “Gauian” and "Salt & pepper
noises. This performance is due to the introductibriocal spatial information and the use of the @
algorithm which performs a global search rathenthdocal search in the other algorith

Tablel SA% of the clustering algorithms on synthetic g&

Noise FCM FCM_S1 FCM_S2 NGFCM SFCM ABC-SFCM
Gaussian with 3% 97.9¢ 99.77 99.79 99.93 99.96 99.98
Gaussian with 5% 95.4¢ 99.68 99.88 99.92 99.95 99.96
Gaussian with 7% 94.2( 98.83 99.28 99.90 99.91 99.93
Salt & pepper 5% 97.5¢ 98.48 98.67 97.53 99.91 99.93
Salt & pepper 10% 95.01 96.48 97.31 98.89 99.79 99.82
Salt & pepper 15% 92.61 94.24 93.04 95.79 99.50 99.53

4.2. Resultson real images corrupted by noises

In this section, we will examine the experimengdults of applicatn ABC-SFCM algorithm on
real images perturbed with “Gaussian” noise wiffedent levels
4.2.1. Resultson eight corrupted by Gaussian noise with 5x5 local window

We apply the sixalgorithms on a re- world standard test imagsght corrupted with “Gassian”
noise (cf Figure3(a)) in order to examine the algorithms’ robessiin the presence of noise. In this st
the class numbaris set to be 2. The results of segmentation byyapplthesix clustering algorithms to e
image are presented in Figure¥b-f). Visually, FCM is affected by the noise while FCS, FCM_S2
NGFCM, SFCM and ABCSFCN remove the noise. The proposed method performbeke segmentatic
with more homogenous regions and with least sparammponents

The quality of the fazy clustering obtained from the different algamithoneigthimage is formally
evaluated using the concept of uniformity as preskem [40] and Xi-Beni validity index [4-42].

The uniformity of a segmentation result is defitge

=il (16)
U =1-2
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wherec is the number of classe g7’ is the within-cluster variance of thié cluster, anc o? denotes

the total variance of the image. A high uniformilue will reflects a better segmentation res

Xie-Beni validity index is defined by [41, 4.
c N
PRI
— i=1j=1

Nxanin g v

2

(18)

xb

where X; denotes the gy level of thej™ pixel, V, is the center of the" cluster; H)g —VkH is the

Euclidean distance between i pixel and the center of tH&' cluster.c stands for the number of cluste

andN stands for the number of pixe
A small value ofV,, indicates that the clusters obtained are compactsvell separate

(@)

Figure 3.Comparison of segmentation results on eigth iméageNoisy image with 7% ‘Gaussian’ noise.
Result by FCM. (c) Result by FCM_¢ (d) Result by FCM_S2. (e) Result by NGFCM. (f) Reby SFCM.
(g) Result by ABC-SFCM.

The most dominant results of the algorithms overdi#erent run trials are presented in Te2.
From Table 2it can easily seen thABC-SFCM algorithm is less seitigse to noise and outperforms othe

algorithms for the test image.
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Table2. values of Uniformity value d Xie-Beni validity index of the clustering algorithms eigth imag

FCM FCM_S1 FCM_S2 NGFCM SFCM ABC-SFCM
Uniformity 0.450 0.530 0.533 0.535 0.537 0.539
Vv 0.060 0.054 0.044 0.040 0.038 0.036
xb

4.2.2. Resultson Brain image with 5x5x local window

Figure. 4a) is a simulated magnetic resonance (MR) braiagi&navailable on the site Brainwe
http://www.bic.mni.mcgill.ca/braineb/. This brain image was simulated with 5% noisd ao intensity
inhomogeneity. The number of clusters was assumdaet4, corresponding to gray matter (GM), wl
matter (WM), cerebrospinal fluid ((F) and background (BKG). Figures. 4fb-show the sementation
results of FCM, FCM_S1, FCM_S2 , NGFCM, SFCM {ABC-SFCM respectively.

From Figure 4we can see that our method result is much batteércloser to the ground truth tt
others algorithmsThis performance is attributing to the introductiof the spatial information to tt
membership function and to use of the global sefr&BC algorithm

To validate the accuracy and reliability of eachhrsentation method, compared with the gro
truth of Brain image, we computed the Jaccard ahityl [43]. The Jaccard similarity measures the simils

of two sets as the ration of the size of theirrsgetion divided by the size of their union. IV and V&
denotes the total number of pixels labeled intolaster k in the ground truth (g) and the obtair

segmentations)). For cluster k the Jaccard similar Jk(g,s) is defined by :
gk ﬂVsk

_V
Jk(gs)_MK V4| 19) (

A good segmentation is obtained W}"Jk(gs) is near 1 which means that the clusk is well
detected.

() (f) (9) (h)

Figure 4.Comparison of segmentation results on Brain iméaj&he Brain image corrupted with 5%no
and no intensity inhomogeneitfb) FCM result. (c) CM_S1 result. (d) FCM_S2 result. () FCM result
(f) SFCM result. (g) AB-SFCM result. (h) ground truth.

Table 3 quantitatively compare the classification resultdamed from the different clusterir
algorithms for Figurés containing 3%, 5% and 7%oise with non intensity inhomogeneity. From Ta3,
ABC-SFCMoutperforms the other clustering algorith

An improved Spatial FCM algorithm Based on ArtdldBees Color (Ouadfel Salima)
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Table 3. Jaccard similarity measure of differdasiering methods on Brain phantom MR image withedéht
levels of noise and no intensity inhomogeneity

Noise level Method CSF GM WM BKG
3% FCM 0,80 0,86 0,80 0,92
FCM_sS1 0,84 0,89 0,88 0,95

FCM_S2 0,87 0,92 0,90 0,96

NGFCM 0,90 0,94 0,91 0,96

SFCM 0,90 0,94 0,90 0,96

ABC-SFCM 0,91 0,95 0,90 0,97

5% FCM 0,73 0,85 0,75 0,91
FCM_sS1 0,77 0,88 0,89 0,94

FCM_S2 0,82 0,89 0,90 0,96

NGFCM 0,81 0,9 0,90 0,96

SFCM 0,83 0,91 0,91 0,96

ABC-SFCM 0,84 0,90 0,92 0,97

7% FCM 0,68 0,79 0,70 0,80
FCM_sS1 0,72 0,88 0,80 0,93

FCM_S2 0,77 0,88 0,82 0,94

NGFCM 0,78 0,89 0,84 0,942

SFCM 0,79 0,90 0,86 0,942

ABC-SFCM 0,79 0,90 0,86 0,946

5. CONCLUSION

This paper introduced a new spatial fuzzy clustgatgorithm optimised by the ABC algorithm.
ABC-SFCM has two principles characteristics: fitgperforms better noise image segmentation by ntaki
use of the spatial local information into the memsh& function. Secondly, it uses the global search
capability of ABC algorithm to deal with the premeg convergence of the FCM algorithm. Experiments
with synthetic and real images show that ABC-SFGMetter compared to others spatial fuzzy cluggerin
methods.

Refer ences

[1] Mohammed, H.H., “Unsupervised fuzzy clusteramgd image segmentation using weighted neural nksior
CIAP03(308-313).

[2] Pal, N.R. Pal, S.K. “A review on image segnatioin techniques”, Pattern Recognition 9(26): 122B4]
1993.

[3] L.A. Zadeh, Fuzzy sets, Inform. Control 8 (19838-353.

[4] Bezdek J. C., “A Convergence Theorem for the FUS®DATA Clustering Algorithms”, IEEE Trans.
Pattern Anal. Machine Intelligence., vol. PAMI2,.dg pp. 18, January 1980.

[5] Chi, Z., Yan, J., Pham, T.: “Fuzzy algorithmstlwapplication to image processing and patterngeiton”.
World Scientific, Singopore 1996.

[6] Kim, D.W., Lee, K.H., Lee, D. A novel initialaion scheme for the fuzzy c-means algorithm fdorco
clustering, Pattern Recognition letters (25), Nalahuary 2004, pp. 227-237.

[7] Liew, S. Leung and W. Lau. Fuzzy Image Clustgrincorporating Spatial Continuity. In IEE Proceegh
Vision, Image and Signal Processing, vol. 147 20@000.

[8] Lavbjerg, M., Improving Particle Swarm Optimtian by hybridization of stochastic search hewsstand
Self-Organized Criticality, 2002, University of Aarh

[9] Trivedi M. M, Bezdek J. C, “Low-level segmentatioof aerial images with fuzzy clustering”, IEEE
Transaction on Systems, Man and Cybernetics, Vollénelssue 4 July, 1986.

[10] Wang X, Wang Y, Wang L. “Improving fuzzy c-meaclustering based on feature-weight learningttePa
Recognition Letters 2004; 25: 1123-32.France.

[11] P.D. Urso, P. Giordani, A weighted fuzzy c-mealustering model for fuzzy data, Comput. StataD¥nal.
50 (2006) 1496-1523.

[12] X.L. Yang, Q. Song, Y.L. Wu, A robust deterngitic annealing algorithm for data clustering, D&raowl.
Eng. 62 (1) (2007) 84-100.

[13] M.Y. Siyal, Lin Yu, An intelligent modified fuzy c-means based algorithm for bias estimation and
segmentation of brain MRI, Pattern Recognition. Lett26 (2005) 2052—-2062.

[14] K.S. Chuang et al, Fuzzy c-means clusterindp watial information for image segmentation, Compigd.
Imaging Graph. (30) (2006) 9-15.

[15] Jiaying Kang et al, Novel modified fuzzy c-meaaigorithm with applications, Digit. Signal Prose$19)
(2009) 309-319.

[16] Z.M. Wang et al, Adaptive spatial informatitimoretic clustering for image segmentation, Patter
Recognition. (42) (2009) 2029-2044.

[17] Ahmed, M. N, Yamany, S. M, Mohamed, N, FarAgA, Moriarty, T. “A modified fuzzy c-means algtiim

1J-Al Vol. 1, No. 3, September 2012 : 149 — 160



13-Al

ISSN: 2252-8938 a 159

(18]

[19]

(20]

[21]

[22]
(23]

(24]

[25]
[26]
[27]
(28]
[29]

[30]

[31]

[32]
[33]
[34]
[35]

[36]

[37]
(38]
[39]
[40]
[41]
[42]

[43]

for bias field estimation and segmentation of MRlJalEEE Trans Med Imaging 2002; 21:193-199.

Chen S.C. and Zhang, D.Q. “Robust image seg-rtientasing FCM with spatial constraints based on new
kernel-induced distance measure,” IEEE TransactimmSystems Man Cybernet, vol. B34, no. 4, pp. 1907-
1916, 2004.

Zhang D.Q., Chen S.C., Pan Z.S., Tan K.R., Kdoased fuzzy clustering incorporating spatial ¢raists
for image segmentation, [In] Proceedings of Intéamal Conference on Machine Learning and Cyberagtic
Vol. 4, 2003, pp. 2189-2192.

Yong X., Dagan. F., Tianjiao, W., Rongehun ¥anning, Z. “Image segmentation by clustering céitid
patterns”. Pattern Recognition Letters. Page 1545 P%07.

Li Xiao-he, Zhang Tai-yi, Qu Zhan. Image segnation using fuzzy clustering with spatial consttabased
on Markov random field via Bayesian theory [J]. @8 Transactions on Fundamentals of Electronics,
Communications and Computer Sciences, 2008, 91(3):729.

Cai W.1., Chen S.C. and Zhang D.Q, « fast andisblfuzzy c-means clustering algorithm incorpormgtimcal
information to image segmentation”, Pattern Recagmjtvol. 40, pp. 858-838, March 2007.

Zhaon. F. , Jiao. L., Liu. H. and Gao. X. Awuel fuzzy clustering algorithm with non local atlap spatial
constraint for image segmentation. In Signal Preiogs91 (2011) 988—999

Li, Y. and Li. G. Fuzzy C-Means Cluster Smmtation Algorithm Based on Modified Membership
Proceeding ISNN 2009 Proceedings of the 6th Intemnal Symposium on Neural Networks: Advances in
Neural Networks - Part Il pp 135-144

M. E. Lee, S. H. Kim, W. H. Cho, “Segmentatiof Brain MR Images using an Ant Colony Optimization
algorithm,” Ninth IEEE International Conference Biinf. and Bioeng., pp. 366-369, 2009.

Runkler, T. A., & Katz, CFuzzy clustering by fiele swarm optimization. In 2006 IEEE internatibna
conference on fuzzy systems (pp. 601-608). Can42@06).

Yang, F., Zhang, C. & Sun, T. 2009. ParticleaBw Optimization and Differential Evolution in Fyzz
Clustering. Advances in Neuro-Information Processtt-508.

Izakarian, H., Abraham, A. & Snasel, V.. Fuzdystering using hybrid fuzzy c-means and fuzzytipe
swarm optimization. - 1694. 2009

Li, L., Liu, X., & Xu, M. (2007). A novel fuzy clustering based on particle swarm optimizatiarf-irst IEEE
international symposium on information technologiad applications in education (pp. 88—90).

Swagatam, D., Ajith, A., and Amit, K., “Spdtilnformation based Image Segmentation Using a HKikxdli
Particle Swarm Optimization Algorithm”, Sixth Inteational Conference on Intelligent Systems Desigh an
Applications, ISDA'06, IEEE CS Press, ISBN 07695-2B28olume I, pp. 438-444, 2006.

Das, S., Abraham, A., Konar,A. Automatic stiering Using an improved differential evolutiomadithm,
IEEE Transaction on SystemsMan and Cybernetics®R&8 (1) (2008) 218-237.Pages 2135-2149, ISSN
0031-3203, 10.1016/j.patcog.2009.01.011.

Yucheng Kao, Jin-Cherng Lin, Shin-Chia HuangyuZzy Clustering by Differential Evolution," isdaglv 1,
pp.246-250, 2008 Eighth International Conferencéntelligent Systems Design and Applications, 2008
Zhang, L., Ma, M., Liu, X., Sun, M., Liu, M.,and Zhou, C. "Differential Evolution Fuzzy Clustey
Algorithm Based on Kernel Methods", in Proc. RSKU0®&,4062, pp.430-435.LNCS

Li H, Li J, Kang F (2011c) Risk analysis of dam lthea artificial bee colony algorithm with fuzzy ceans
clustering. Can J Civ Eng 38(5):483-492

Zhang Y,Wu L,Wang S) Magnetic resonance brain imzgssification by an improved artificial bee cojon
algorithm. Prog Electromagn Res-PIER 116:65-79(2011c

Zhao X, Zhang S An improved kfcm algorithm basedadificial bee colony. In: Deng H, Miao D, Wang FL
Lei J (eds) Emerging research in artificial ingdince and computational intelligence, Communication
computer and information science, vol 237. SprinBerlin, pp 190-198 (2011)

J. C. Dunn "A Fuzzy Relative of the ISODATA Pess and Its Use in Detecting Compact Well-Separated
Clusters” Journal of Cybernetic8: 32-57(1973):

Karaboga, D) ‘An idea based on honey bee swiarmumerical optimization’, Technical Report TRO6,
Erciyes University, Engineering Faculty, Computegieering Department,. . (2005

Karaboga, D. Gorkemli, B, Ozturk, C, Karaboga, N.cémprehensive survey: artificial bee colony (ABC)
algorithm and applications’, Artificial IntelligeecReview. (2012)

Chang C.C. and Wang L.L., A fast multilevel ttielding method based on lowpass and highpassrfdte
Pattern Recognition Letters 18(14), 1997, pp. 146831

Xie XL, Beni GA. “Validity measure for fuzzy aktering”. IEEE Trans Pattern Anal Mach Intell 182841

6.

Pakhira, M. K., Bandyopadhyay, S., and Maulik, “A Study of Some Fuzzy Cluster Validity Indices,
Genetic clustering And Application to Pixel Classdfiion”, Fuzzy Sets and Systems 155 (2005) 191-214
Lin. C.T. and Lee. S.G. Real-time supervizedudtire/parameter learning for fuzzy neural network.
Proceeding of the 1992 IEEE International Conferant€&uzzy Systems San Diego, CA, 1283-1290.

An improved Spatial FCM algorithm Based on ArtdldBees Colony (Ouadfel Salima)



160 O ISSN: 2252-8938

1J-Al Vol. 1, No. 3, September 2012 : 149 — 160



