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Abstract
Robotic arms are programmable mechanical manipulators with movable components which can cause relative motion between adjoining links. The aim of this project is developing a robotic arm capable of identifying the voice commands. The speech acts as an input responsible for triggering action. Apart from having diverse applications in industries, with advancement in technology and medical sciences, the robotic prosthesis is highly successful at restoring one's biological ability to perform daily chores comfortably. This approach commits to a goal to accomplish a well-built system with minimum faults. Computing coordinates to attain a Soft-home position is an essential task which is responsible for achieving the required speed, torque, and delivers optimum performance. Most challenging part in the whole procedure is to obtain high calibration for smooth working of the arm. We have employed a software-based calibration technique which is simple to implement and highly efficient.
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I. INTRODUCTION

The concept of building machines that can operate autonomously dates back to classical times, but path-breaking research into the field of robotics and acceptance of robots by our society in certain replicative behaviors was uncommon till the 20th century. Although, being very diverse in the application there is a striking similarity in their construction. Mechanical frame responsible for the working capability or a robot, the electrical circuitry which mainly drives it. Last but not least the program or algorithm which is a pre-existing set of commands which makes it an excellent machine. In this work, I have exhibited improvement in the speech recognition which has significantly reduced the problem of overlapping speech. Thus, clarity in commands have led to the proper functioning of the robotic arm. The paper is arranged in 9 sections. Section 1 gives a brief introduction to the robotic arm. Section 2 consist of literary survey. Section 3 describes the aspect of motion planning. Section 4 presents the improved tangent bug algorithm. Section 5 enlists the major components employed. Section 6 describes the voice module block diagram in detail. Section 7 has an emphasis on implementation and

training the voice module. In section 8 the outcome is discussed with limitations. Section 9 concludes the paper.
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Fig.1.1 DWARF-27 Robotic Arm

II. LITERATURE SURVEY

A mechanical arm for Zebro Bachelor Thesis [1] - Is a postulation for the level of Bachelors in innovation performed by TU Delft, Switzerland, which describes the decisions, the usage and the testing of the automated arm for the Zebro. The Zebro is a wanderer intended for the European Rover Challenge (ERC). The structure of the arm should be measured and have the capacity to play out the assignments of the ERC. A arm was structured with five degrees of freedom. This drove me to take up planning work of automated and gadget a test plan.
Control of a mechanical arm: Application to on-surface 3D-printing [2] Is a Master of Science proposal which reveals insight into building up a control technique to have the capacity to print precisely on twofold bended surfaces. Display Predictive Control is utilized as a methodology to limit the mistake of the print. It depicts how 3d printing methodology is efficient, practical and ecologically benevolent. It additionally brings into the image the significance of automated arm in businesses over the globe depicting immense assortments of capacities it can perform and how mechanical autonomy is altering the world.
Robot Arms Control with Arduino [3]: The investigate paper depicts the reason for utilizing installed frameworks particularly Arduino. It brings into picture the adaptability of creating venture with Arduino It centers around the tremendous measure of highlights this improvement board brings to the table as the best elective Thus, it is conceivable to play out the ideal tasks by methods for the components situated on the Arduino with no circuit development other than the circuit where the servo engine inputs are found.
Voice controlled an automated arm [4] - This presents a framework whereby the human voice may determine persistent control signs to work a genuine 3D mechanical arm. We will probably help individuals with incapacities by helping them in their day by day exercises with the assistance of a mechanical arm. It is in fact feasible for a client to figure out how to move the situation of true items with a mechanical arm utilizing just non-verbal voice as a control instrument. Discourse acknowledgment is where the framework comprehends the words (not it's significance) given through discourse.
At its most fundamental dimension, discourse acknowledgment enables the client to perform parallel assignments while proceeding to work with the PC or machine. Human-Robot association is a critical, alluring and testing territory in mechanical autonomy.

The robot ubiquity gives the specialist more enthusiasm to work with the UI for robots to make it more easy to use to the social setting.
Human-Robot Interaction: A Survey by Michael
A. Goodrich [5] it endeavors to incorporate papers that speak to a reasonable cross-segment of the colleges, government endeavors, industry labs, and nations that add to HRI, and a cross area of the controls that add to the field, for example, human, factors, mechanical autonomy, intellectual brain science, and structure. with the UI for robots to make it more easy to understand to the social setting.

III. PATH PLANNING

The basic motion planning is the approach of implementing an algorithm to achieve continuous motion of the robot from the initial position (I) to the final location or goal position (G) bypassing the collisions. Configuration spaces are of crucial for planning a perfect path for a robot. Obstacles are defined as pre-occupied spaces in the robot's workspace. Free space is the unoccupied portion where the robot can hover.

Mathematically, let W denote the work envelope and Cr denote rth obstacle, Then the robots' free space
F is evaluated as
[image: ]F = W - ( U Cr) And a path C0 ∈ c : [0,1] -> F where c(0) is Qstart and c(1) is Qgoal.
[image: ]
Fig.3 Motion planning ( credits- natanaso.github.io )

In order to enhance the target reaching ability of the robotic arm, the model is governed by inverse kinematic equations which calculate the joint parameters to obtain the desired position of the end-effector.

IV. IMPROVED TANGENT BUG ALGORITHM
The Tangent bug algorithm is employed for tracking the collision-free path to reach the goal. More formally, to achieve the shortest path using a range sensor or polaroid ultrasonic sensor which operates on the principle of calculating the raw distance function given by ρ:R2XS1 . Consider a point x∈R2
in the workspace of the robotic arm with the rays emanating radially from it for 𝛉 ∈ S1, the value
ρ (x,𝜃) is distance to the nearest obstacle along the ray
from x at an angle 𝛉. More formally,
ρ (x,𝜃) = min d(x, x+𝛌[Cos𝛉, Sin𝛉]T) where 𝛌∈[0,∞].
[image: ]
Fig.5.1 Robot tracks the obstacles in its vicinity

The thin lines symbolise the raw distance function
 (
r
)ρ (x,𝜃) for a fixed x ∈ R2 whereas the thick lines indicate the discontinuities which arise due presence of an obstacle in the vicinity of the range sensor or when the limit of the sensing range is reached.
The algorithm primarily works in two iterations motion-to-goal and boundary following. The robot is initially programmed to invoke motion-to-goal behavior, which has two phases. Initially, it starts towards the goal in a straight line until it senses obstruction R units away and directly between it and the goal.



[image: ]

Fig.5.2 Tangential path followed by the robot


This algorithm has two behaviors, drive towards the goal or follows the obstacle or the boundary. Robot planner heavily relies on the sensor for the information to follow and trace a path. But, the sensor's range to measure poses limitation for the robot to "see" the whole workspace from a vantage point.
Case1: When the obstacle is flat
In this case, a sensing system is used that can effectively detect the normal N(x) to obstacles’ surface and hence deduce a direction parallel to its surface. In other words, the line segment traced by the robot is nothing but a linear approximation of the circle at point x. The tangent space can be viewed as a line whose basis vector is dc | ,i.e., { αdc |
dt |s=s’	dt |s=s’

where α∈ R. and x=c(s’) where s’∈[0, 1].
Using the distance information, the robot can evaluate the tangent direction to the offset curve. If the obstacles are flat, then the offset curve is also flat, and simply following the curve is sufficient to locate the obstacle. If the robot happens to divert from the desired path a correction procedure can be used to bring the robot back on the offset curve by keeping a minimum distance W* away from the boundary. The robot takes a tiny step Δx in x- direction where the local path intersects with the correcting plane which is an application of Newton’s convergence theorem.

V. MAJOR COMPONENTS

1) Arduino Uno
[image: ]

Fig.2.1 Arduino Uno

[image: ]


Fig.2.1.1 Arduino Pin diagram
credits:- Adafruit/ edgefx.in

Arduino is a single board microcontroller more accessible than any of its counterparts. Based around AVR Atmega32 with USB interface, 6 Analog I/P pins and 14 digital I/O pins (6 pins out from which can be used as PWM outputs ). A16 MHz crystal oscillator, a power jack, an ICSP header, and a reset button. Its operating system independent i.e requires no driver to be pre-installed. Arduino IDE (Integrated development environment) has the most user-friendly UI with numerous built-in functions and libraries which makes it simple for a non-programmer to be able to code, it supports C++ and has libraries available as a part of Arduino plug-in with code debugging ability.
2) 
Voice recognition module
[image: ]

Fig.2.2 Microphone and voice module

Speech is nothing but an Acoustic wave which carries information which emanates by creating vibrations in the air. An average human is capable of generating information of 50-60 bits/second.

VI. VOICE MODULE BLOCK DIAGRAM

[image: ]

Fig.4. Block diagram speech recognition module

1) Speech capture device - the microphone which converts sound wave signals to electric signals.
2) ADC ( Analog to digital converter) that does a periodic sampling of analog signals to obtain a discretized version of the original signal. Employing Subranging ADCs can result into achieving incredibly high speeds of 100M samples/second with 8 bit resolution. At lower speeds, it’s capable of resolving signals to 16 bits.


[image: ]


Fig.4.1 Input waveform after quantization.

The Fig.4.1 shown above depicts the structure of speech signal after it undergoes the process of quantization with significant increase in step size which improves the conversion rate dramatically.
3) DSP (Digital signal processors) - perform functions such as frequency domain conversion restoring only the required information and eliminating the redundant part. For eg. Sharc ADSP-21262 is chiefly known to give high processing speed with versatile Harvard architecture which supports separate signal and storage pathways for data and instructions.Only limitation being, the total memory size 4x128 KB which impedes many algorithms from running on the processor.





[image: ]


Fig.4.2 Sharc ADSP-21262

4) Memory - block stores the processed signal.
5) Reference speech pattern block - This contains a speech pattern previously stored in memory used for reference matching
6) 
Pattern matching algorithm block - where the speech signal is matched with the reference signal to produce the output.

VII. IMPLEMENTATION

The procedure to train the voice module initiates with feeding the commands in the microphone. There are a total of 15 commands which the module can store or record. Each command is represented in a designated format known as hex format. Although it supports 80 commands, max 7 commands could work at a time.
[image: ]

Fig.4.1 Recording the voice commands

The board can be controlled in two possible ways: Serial Port (full function), General Input Pins (part of the function). General Output Pins on the board generate several kinds of waves while corresponding voice command was recognized.
The commands are sent via serial port with a default baud rate of 9600. There are basically 2 modes supported by the module for communication. When the returned message is in the form of long strings it is common mode whereas, when the message is in form of bytes it's working in compact mode. If identified successfully the result will be returned via the serial port in the form of group number + command number.

VIII. RESULT

The voice module is capable of recognizing all the commands by responsively triggering the robot as programmed, provided no command exceeds 1.3s or 1300 ms. Robotic Arm performs all the basic functions like grab, pitch, turn left, and right.
Moreover, the problem of gear backslash is eliminated by replacing the servo motor by its lighter version to achieve optimum performance.
[image: ]
Fig.8.1 Voice commands are successfully recognised
[image: ]
Fig.8.2 The final path taken by the robot.

The improved tangent bug algorithm renders the ability to the robotic arm to return to the home position in case of diverting from the path thus providing stability and smooth functioning with least error.

IX. CONCLUSION

To conclude, The Robotic Arm project not only establishes a link between the human and machines but also reflects that machines are an integral part of our life. In the future, artificial intelligence along with robotics may lead to miraculous outcomes enriching our lives and vision. With the potential to translate imagination into reality it proves that sky is no limit.
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